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1.  Introduction

In general, clustering algorithms are divided into two 
important classes of algorithms known as the supervised 
and unsupervised. In the case of supervised clustering, 
the learning algorithm is provided with a guide that 
represents the goal class to which a data vector has 
to belong. Cluster partition is supposed to have the 
properties such as: (1) homogeneity inside the clusters, 
that is, data that fit to the same cluster must possess more 
similarity, and (2) heterogeneity among clusters, that 
is, data that fit to various clusters must be as diverse as 
possible. Various unsupervised clustering algorithms 
that are developed like the K-Means, ISODATA, learning 
vector quantizes (LVQ). Particularly K-means is a popular 
successful clustering scheme that is a center based, quick 

and simple algorithm. But, due to the K-means algorithm 
converging to the closest local optimum from its initial 
position, the algorithm’s success is greatly dependent 
over the initial state with respect to the center of the 
cluster. Various methods like the statistics, expectation 
maximization algorithms, graph theory, evolutionary 
computing, artificial neural networks and swarm 
intelligence algorithms are employed forgetting over the 
local optima issue on clustering.

In the past decade, more number of random, 
optimization algorithms that are population-based has 
been used for clustering issues. The rising body of Swarm 
Intelligence (SI), which is metaheuristic algorithms 
include Ant Colony Algorithm (ACO)1Artificial 
Bee Colony (ABC)2,3 Particle Swarm Optimization 
(PSO)4, Firefly Algorithm (FA)5,6, Glow worm Swarm 
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Optimization (GSO)7, Bacterial Foraging Optimization 
(BFO)8, Biogeography-based optimization (BBO)9, 
Cuckoo Search (CS)10, Bat Algorithm (BA)11, and flower 
pollination algorithm techniques12 are used to overcome 
clustering problems recently. The swarm intelligence 
clustering schemes have benefits in several features, like 
no necessity of earlier information, and self-organization. 
Nonetheless, the amount of resultant cluster is extremely 
high often and moreover the convergence is extremely 
slow owing to the ant’s in effective behaviours: arbitrarily 
taking and dropping items. Clustering takes part a 
substantial role in various fields inclusive of engineering 
(electrical, mechanical, industrial engineering), computer 
sciences, earth sciences, life and medical sciences, social 
sciences, and economics. In particular, the Artificial Bee 
Colony (ABC) algorithm is a considerably novel Swarm 
Intelligence scheme for clustering13.

In case of ABC, the each one of the bee is considered 
as the iris dataset samples with their attributes. A bee that 
is waiting in the dance space for the purpose of making a 
judgment to group iris dataset samples points to choose 
optimal cluster iris dataset points is called onlooker and 
one which is moving to the nearest iris cluster data point 
food source that is passed by it already is called employed 
bee. The other category of bee is scout bee which conducts 
a stochastic hunt for noticing new sources. The location 
of a present iris dataset points cluster source points 
out a probable solution for the clustering issue and the 
nectar quantity of an iris cluster data point’s food source 
is associated with the quality (fitness) is considered 
as the mean value of the iris dataset attributes of the 
corresponding solution, calculated by this work as using 
Firefly Algorithm. While ABC14 using in the clustering 
process, it generates a good quality clusters in comparison 
against the rest of the population dependent algorithms 
though with lesser energy efficacy, consistency and 
generally with slow convergence speed14.

This proposed work introduces and describes 
a resolution for the purpose of solving the above 
mentioned clustering problem, using one of the more 
efficient metaheuristic nature-inspired algorithms 
called Firefly6. The ABC and FA schemes are completely 
dependent on a specific successful mechanism of a 
biological phenomenon of Mother Nature, with the aim 
of accomplishing clustering solution, for instance, the 
family of honey-bee algorithms, in which the finding of 
an optimal solution is dependent on the foraging and the 
storing of undetermined amount of nectar. The Firefly 

algorithm belongs to the Swarm Intelligence (SI) based 
algorithm. The fireflies in the FA is used their behaviour 
function such as flashing light intensity for finding best 
solution in clustering process, which assists the swarm of 
fireflies for the purpose of moving to brighter and more 
attractive locations with the aim of obtaining efficient 
optimal solutions. For this behaviour of the fireflies, 
this algorithm combined with another SI based ABC 
algorithm for finding best solutions in the Clustering 
problem such as high energy efficiency, more reliability 
and high convergence speed. Hence in this work used 
highly more efficient Hybrid ABC - FA algorithm for 
resolving the problem of clustering, in this work that has 
been tested on various benchmarked data sets obtained 
from the UCI Machine Learning Repository.

2.  Related Work

Particle Swarm Optimization (PSO)15 is a technique 
for the purpose of clustering sophisticated and linearly 
inseparable datasets, with no previous knowledge 
regarding the amount of natural occurring clusters. 
This newly introduced technique is dependent over on 
an enhanced alternate of the PSO scheme. Moreover, it 
uses a kernel-induced similarity measure rather than the 
traditional sum-of-squares distance. Usage of the kernel 
function renders it feasible for clustering the data which 
is linearly inseparable in the actual input space into 
homogeneous clusters present in a high-dimensional 
feature space that is transformed. Computerized 
simulations have been carried out with the help of a test 
bench consisting of 5 artificial and 3 original life datasets 
for the purpose of comparing the performance of the 
newly introduced technique with less number of modern 
clustering schemes. The results reflected that the superior 
behavior of the newly introduced algorithm in accordance 
with accuracy, convergence speed and reliability.

 New Artificial Bee Colony (NABC)16 algorithm 
completely transforms the search pattern of both 
employed and onlooker bees. A solution pool is built 
through the process of storing some best solutions of 
the existing swarm. With this, new candidate solutions 
are produced through the process of searching the 
neighbourhood of solutions randomly chosen from the 
solution pool. Experimentations are done on a set of 12 
benchmark functions. Results confirm that this scheme is 
considerably better or at least similar to the original ABC 
and seven other stochastic schemes.
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pyG Cluster17 which is a clustering algorithm that 
is focused upon noise injection for the next subsequent 
cluster validation. The reproducibility of a huge amount of 
clusters got with agglomerative hierarchical clustering is 
evaluated. Moreover, a variety of diverse distance-linkage 
combinations are assessed. At last, largely reproducible 
clusters are then meta-clustered into communities.

Genetic Algorithm (GA)18 for clustering process with 
the purpose of testing the functioning of the algorithm 
proposed, it was coded and made to function over a 
stochastic data set. This work saw that in common 
applications, the algorithm’s performance was equal 
to that of the k-Means clustering. This work made 
transformations to the fitness function and proved that the 
behavior of the algorithm was satisfying the expectations 
and produced much better clusters compared to the 
k-Means clustering algorithm, which was the desired 
result.

Unsupervised reliable clustering algorithm19 is 
proposed which can discover dense areas in feature 
space successfully and decide over their quantity. The 
major complication of clustering is then modified into a 
multimodal function optimization issue inside the area 
of genetic niching. The identification of the niche peaks, 
constituting the last cluster centers, is done on the basis 
of Deterministic Crowding (DC). The issue of crossover 
communications in DC is removed through limiting 
the mating to only the members belonging to the same 
niche. At last, the right amount of niche highest or the 
cluster centres is subsequently extracted from the end 
population. Genetic optimization renders this method 
which is much less susceptible to suboptimal solutions 
rather than the rest of the objective function dependent 
techniques, and provides it freedom from requiring an 
analytical derivation corresponding to the prototypes. 
Consequently, this technique can deal with a broad array 
of the usual subjective, also the non-metric dissimilarities, 
and hence is helpful in several applications like Web and 
data mining. Moreover, the usage of reliable weights offers 
it to have a reduced amount of sensitivity to the existence 
of noise compared to the majority of the conventional 
unsupervised clustering approaches.

3.  �The Problem Statement of 
Clustering Process

Clustering is the procedure of dividing a provided dataset 

of  data points into K groups or clusters in accordance 
with the certain similarity (distance) metric between the 
data points of the iris datasets. Let 
represents a set of  data objects to be clustered and 
every data object in the iris dataset is represented as 

 where indicates a feature 
value of data object on dimension .The major 
objective of the clustering is to select over a set which 
includes partitions ,subsequently:

				         (1)

				        (2)
Every cluster is denoted by a cluster center, hence 

refers to a set possessing the cluster centers to which 
the data objects are allocated. This work will employ 
the Euclidean metric in the form of the distance metric 
between the iris dataset’s data point in cluster.

		      (3)

Where indicates the number of data objects in 
cluster.

4.  Proposed Methodology

Artificial Bee Colony (ABC)20 scheme for the purpose of 
optimization of numerical issues. This scheme does the 
simulation of the smart foraging behavior of the honey 
bee swarms. It is extremely uncomplicated, strong and 
population dependent stochastic optimization algorithm. 
The performance obtained from the ABC algorithm is 
enhanced with SI based metaheuristic algorithms like 
FA on clustering problem problems. The performance 
of HABC-FA algorithm on benchmark dataset tested 
on clustering problems. In Cluster analysis of using the 
proposed methodology HABC-FA, that groups Iris Data 
Sets’ data objects into clusters like objects that belong to 
the same cluster are similar which is dependent on the 
features, while those which belong to diverse ones are 
dissimilar by classifying the iris datasets based on their 
classes such as Iris Setosa, Iris Versicolour, Iris Virginica.

4.1 Clustering Analysis
The clustering problem cannot be solved by using a one-
step process. In one of the benchmark iris datasets is 
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used in the proposed method for the purpose of solving 
the clustering complication. The Figure 1 shows that the 
proposed cluster analysis processing strategies.

Figure 1.    The block diagram of proposed methodology.

4.1.1 Datasets
The UCI repository Database Irish dataset is used in 
this work, which is a public domain online database 
which collects experimentally obtained benchmark 
datasets from various sources. This work focus on the 
benchmark datasets such as Iris Dataset used for solve the 
clustering problem with proposed algorithm HABC-FA. 
In this technical work, data objects of the Iris datasets are 
distinguished by their individual feature values for a set of 
attributes such as sepal length, sepal width, petal length 
and petal width.

4.1.2 Pre-Processing
Most of the clustering methods depend on various pre-
processing techniques to achieve optimal quality and 
performance in the clustering problem. The pre-processing 
techniques include removal of redundant and irrelevant 
features from the datasets. Irrelevant features, together 
with redundant features, rigorously disturb the accuracy 
of the clustering process in learning machines datasets. 
As a result, feature subset selection must be capable of 
identifying and eliminate as much of the irrelevant and 
redundant information as possible. Furthermore, a good 
feature subsets contain features extremely correlated with 
the class, however uncorrelated with (not predictive of) 
each other. The irrelevant feature removal is simple when 
the right relevance measure is determined or selected, 
however the redundant feature elimination is a bit of 
sophisticated.

Here this work used ICA for removal of irrelevant 
features from the dataset. In clustering applications, it is 
believed that the components that are independent expose 
something remarkable of a multi-dimensional data set. 

4.1.3 Independent Component Analysis 
This work used ICA model21  of independent 
features of iris dataset and mixing matrix . However, 
estimated practically, is actually the demixing matrix 
for , where Q stands for a (pseudo) inverse of 

The algorithm is executed times on 
comprising of samples 

having k-dimensional vectors. The estimations with 
respect to the demixing matrices from every run 

 are gathered in a single matrix 

In case if  independent 
features are estimated on each round, and obtain 

estimates, and subsequently the size of  will 

be W
The normal evaluation similarity seen among the 

estimated independent features is the complete value of 
their individual mutual correlation coefficients 

 Straightforward computations 
reveal that it can be obtained as the components of R = Q 
ΣQT where indicates the covariance matrix for M. 

The last similarity feature matrix has then components, 
W

Later, for clustering techniques and validity indices 
which anticipate dissimilarities in their standardized 
form. Then this work transforms the similarity feature 
matrix into a dissimilarity matrix having elements . 
A much easier method to perform this transformation is 
apparently22 : After removal of irrelevant 
features and generated the similarity matrix used by ICA, 
the feature selection stage involves in the iris dataset in 
the proposed work.

4.1.4 Feature Selection
The process of feature selection includes the procedure 
for identifying a suitable subset of the most valuable 
features in the iris dataset used in this work, which gives 
well-matched clustering results as the complete iris data 
set of features.

Consider is feature subset of  datasets and 
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represents the value data point vector of  feature 
subset. Normally, the major objective of feature selection 
is the selection of a minimum feature subset of , such 
that  is equivalent or as near as possible 
to  where  is the probability 
distribution of different classes of dataset provided 
the feature values in  and indicates 
the actual distribution provided the feature values in

. This is known as minimum subset 
of an optimal subset. In this proposed work used Genetic 
Algorithm for find an optimal feature subset in feature 
selection process.

4.1.5 Feature Selection using GA
Genetic algorithm (GA) is well-known for their capability 
of effectively searching vast spaces about which little 
knowledge is available. While GA is relatively thoughtless 
to unnecessary features in the dataset, they are considered 
to be an interesting option for the basis of a further strong 
feature selection technique for the purpose of enhancing 
the performance of clustering process. In this section 
this proposed work describes GA for feature selection in 
detail.

4.1.6 Genetic Algorithm
GA considered being a process of inductive learning 
technique, which is adaptive search strategy, has showed 
a considerable enhancement over a range of random 
and local search techniques23. This is achieved through 
their capability of exploiting the collecting information 
regarding an initial unknown search space for the 
purpose of biasing the next successive search into hopeful 
subspaces. In the meantime, GA is originally a domain free 
search method, they are suitable for several applications 
in which the domain information and theory is hard or 
not feasible to be provided. The important challenges in 
using the GA to any issue are the selection of an ideal 
demonstration and also a sufficient evaluation function.

For the description in detail regarding both these 
challenges for the complication concerned with feature 
selection24. In the problem of feature selection the 
chief concentration lies in the representation of the 
space of every probably subsets of the feature set given. 
Subsequently, the simplest method of the representation 
corresponds to the binary representation, in which, every 
feature present in the candidate feature set is regarded as 
a binary gene and every individual comprises of fixed-

length binary string that represents certain subset of the 
feature set given. An individual having length associates 
with a dimensional binary feature vector in which 
every bit indicates the removal or insertion of the feature 
associated. Subsequently, indicates the removal 
and represents the insertion of the feature. 
The selected best feature subsets are used for finding the 
best clustering result using proposed HABC-FA algorithm 
in clustering process25, the proposed clustering process 
described in detail as follows.

4.1.7 Clustering Process
After finding the best feature subset for the clustering 
process the proposed clustering Strategy that involves 
the careful choice of clustering Algorithm for solving the 
clustering problem. Here this proposed work used swarm 
intelligence based HABC-FA for finding optimal solution 
in the clustering problem. The detail description of the 
ABC and Firefly Algorithm described as follows.

4.1.8 ABC Algorithm
ABC algorithm is a novel population-based metaheuristic 
technique,. It has found its application in several 
complicated issues. This scheme simulates the intelligent 
foraging behaviour of honey bee swarms. This scheme 
tends to be extremely uncomplicated and reliable.

In general the colony of artificial bees in the ABC 
is divided into three groups: employed bees, onlookers, 
and scouts. Employed bees correspond to a certain food 
source which they are exploiting at present or which they 
are “employed” at. They transmit the details regarding 
this specific source with them and then convey this 
information with the onlookers. Onlooker bees are those 
bees which are waiting for the information to be shared 
through the employed bees on the dance space in the 
hive regarding their food sources, and thereafter they 
decide about choosing a food source. A bee that conducts 
anarbitrary search is known as a scout. In the case of the 
ABC algorithm, the initial half of the colony includes the 
employed artificial bees and the second half includes the 
onlookers. For every food source, there is one solitary 
employed bee. Else, the amount of employed bees equals 
to the amount of food sources existing around the hive. 
The employed bee whose food source has been exhausted 
by the bees then turns out to be a scout. The place of a food 
source specifies a probable solution for the complication 
of optimization and the quantity of nectar in a food source 



Vol 9 (39) | October 2016 | www.indjst.org Indian Journal of Science and Technology6

An Efficient Clustering Approach using Hybrid Swarm Intelligence based Artificial Bee Colony- Firefly Algorithm

is related with the quality fitness of the particular solution 
indicated by that food source. Onlookers are positioned 
on the food sources with the assistance of a probability-
based selection procedure. When the amount of nectar 
in a food source is increased, the probability value of the 
food source with which it is selected by the onlookers also 
increases.

4.1.9 Firefly Algorithm
FA26 gets its inspiration by means of the biochemical and 
social concepts of actual fireflies. Actual fireflies generate 
a short-timed and rhythmic flash which assists them in 
having their mating partners attracted towards them and 
more overacts as a precautionary warning mechanism. 
Here the Firefly Algorithm formulates this real fireflies 
flashing behavior and used this behavior in the onlooker 
phase bee’s genome with the same data set objective 
function of the clustering issue which is to be optimised 
with HABC algorithm.

Consider the cluster classified issue in which the task 
is about minimizing the iris dataset objective function 

for , i.e., determine using,
				        (4)

The swarm of fireflies is denoted data points in the 
cluster to resolve the above said problem in an iterative 
manner and represents a best distance value of the data 
point in the group in the clustering problem resolution for 
a firefly during the iteration in which  represents 
its fitness distance value of data point. The fitness of every 
data point is decided by the landscape corresponding 
to the data set objective function. Moreover, this fitness 
value decides over the attractiveness of each  member 
existing in the data point and indicated its attractiveness 
as light intensity .In the beginning, the entire data 
points are seen to be dislocated in S (either arbitrarily 
or by using certain deterministic technique). Each data 
points discovers its matting partner such as same features 
data points in the cluster on the basis of the attractiveness 
based on the feature of other data point in the cluster 
space and travels towards that neighbourhood dataset 
for the purpose of improving its fitness of the distance 
of the data points in the category. The next subsequent 
position of data point  during iteration  is decided 
according to equation (8) which takes two factors first 
into consideration, which are the attractiveness of the 
other swarm data points with greater light intensity, i.e

, which is changing 
across distance and seconds a pre-determined random 
step vector .

		       (5)
where is the attractiveness such as best fitness 

distance value of data point . It shows how robust it 
fitness value of data point in the group and calculate 
using equation (9).

					         (6)
where ,a Euclidean distance among 

two data points and .On the whole, ,defines 
the fitness value  distance during , i.e., when 
two data points are observed at one point of the search 
space S. The value of plays a major part in 
deciding the variation seen in the fitness value as the 
distance is increased from the communicated data points. 
It is fundamentally the light absorption coefficient and 
normally  could be suggested26.

Based on the fundamental behaviour of these 
algorithms, this proposed work used HABC-FA algorithm 
for the purpose of resolving the clustering complications 
and the main steps of the proposed algorithm are given 
as follows:

The proposed work using HABC-FA for clustering 
process, In this proposed hybrid algorithm, at first the 
initialization stage in the ABC algorithm produces a 
stochastically distributed initial food source like the data 
point positions in the cluster of SN solutions, where SN 
indicates the size of data points i.e. employed bees or 
onlooker bees. Every solution  
is a D-dimensional data vector. Here, D refers to the 
amount of optimization parameters. Subsequently, each 
nectar amount  is assessed.

During the employed bees’ stage, each employed 
bee notices a new food source, for example, data point 

 in the neighbourhood of its present data point source
the new data point cluster is 

computed making use of the expression that follows:
				        (7)

where  and  are 
arbitrarily chosen indexes, and represents a 
random number between [−1, 1]. Subsequently, employed 
bee compares the new one with the current clustering 
solution and remembers the better one through greedy 
selection mechanism in the employee bee phase. 

In the onlooker bees’ phase, every onlooker selects a 
data point having a probability that corresponds to the 
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nectar quantity fitness of a data point distance value, 
calculated by using FA, which is described in the below 
section. The best fitness distance value is shared through 
the employed bees. Probability is determined with the 
assistance of the following equation:

					         (8)

During the scout bee phase, just in case if a data point 
cannot be improved with the assistance of a fixed number 
of cycles, known as the “limit”, it is removed from the data 
source, subsequently the employed bee belonging to that 
data point becomes scout. The scout bee subsequently 
discovers a new random data point location for increasing 
the clustering process, which makes use of the following 
equation:
						          (9)

where and are the lower and upper 
limits of parameter  data point respectively. All these 
steps are repeated through a fixed number of cycles, 
called as the Maximum Cycle Number (MCN), or until a 
criterion is met. The hybrid technique, which is defined as 
the combination of more than one technique, here in this 
proposed work used an Artificial Bee Colony (ABC) with 
Firefly Algorithm (FA) namely known as Hybrid ABC-FA, 
this hybrid algorithm used to find the best distance value 
of data point for best clustering solution for benchmark 
dataset such as iris dataset used in this clustering process. 
The performance of this hybrid algorithm is evaluated 
with help of UCI machine learning repository benchmark 
iris datasets. 

The proposed method using the HABC-FA algorithm 
in the clustering strategy, the aim of every single bee in 
ABC is consider as data points of the iris dataset which 
is used to generate the best clustering solution. From 
expression (4), it can be seen that the new cluster of the iris 
dataset is generated by a stochastic neighbourhood data 
point of current clustering position and a stochasticone 
single dimension of D-dimensional vector of the dataset. 
This will give rise to a complication which a single data 
point might have found a better dimension, though the 
fitness corresponding to the individual data object group 
of the clustering process in the iris dataset is calculated 
by making use of D-dimensional vector, therefore it is 
extremely possible that the individual group is not the 
best solution finally and then the good dimension of the 
attractiveness of the artificial swarm, which the individual 
group of data object has found, it will be eliminated.

For the purpose of generating a good solution vector, 
every one of the data point groups of the ABC algorithm 
must cooperate with the FA and the information from 
each of the data point s of the attractive swarm (i.e. 
fireflies) is necessary to be brought into use., which will 
give the best distance value between the data point of 
the benchmark iris dataset. Therefore, these works apply 
Improved Hybrid ABC with FA to resolve the clustering 
problem in the clustering approach. In the HABC-FA 
algorithm, for this work consider a super best solution 
vector, which is, and its every constituent of 
D-dimensional is considered to be the finest in all data 
point groups. For corresponds 

Step 1	 Cycle=1
Step 2	 Begin the data point group positions irii = 1, ...SN
Step 3	 Assess the nectar amount(fitness fit1) of group data sources and discover the best group data source 
which is the preliminary value of newbest

Step 4	 Repeat
Step 5	 For each data point € (1, 2, ...,D)
Step 6	 Employed Bees’ Phase
	  For every employed bee i = 1... SN
	 Calculate the data point in group fir [newnbest (n1,n2...., irij ...nD)]
	  If   data point in the cluster   better than fir(newnbest)better than fir(newnbest)
	     Then newnbes is replaced by newnbes 
	      For employed bee i generate new group data source positions  with the assistance of (4)
	 Compute the cluster value fit1

	 Implement greedy selection mechanism
	            End For
	 Calculate the datapoint nbest f↓ir [newn↓bestn ↓1, n↓ 2... . ir ij... . , g D)] 

Algorithm 1. Important steps of the HABC-FA algorithm
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to the i-th data point of the .The fitness function 
in the onlooker bee stage in the HABC is indicated as  
in algorithm 1.

The newly introduced HABC-FA algorithm does 
the recast of the above said Firefly algorithm scheme to 
apply with improved HABC, to enhance the clustering 
algorithm’s performance. Each firefly in the FA for finding 
the distance value between the data points is indicated 
in dimensions in which each dimension represents the 
centroid of cluster and subsequently moves its location 
for the purpose of achieving the data objective functions 
of the iris datasets. The HABC-FA Algorithm will permit 
a firefly to traverse to get the best distance value between 
the data point of the selected cluster for best clustering 
results in use of the iris datasets. The proposed clustering 
algorithm increases energy efficiency, consistency 

and it will give high convergence speed, because of the 
best feature selection and pre-processing steps of this 
clustering approach.In this clustering stage, in proposed 
work includes the combination of clustering results with 
classification, in order to draw best clustering results. A 
good subset of features can not only enhance the accuracy 
of classification, however also considerably lessen the 
time to derive rules. It is implemented particularly when 
the amount of dataset attributes in a particular datasets is 
extremely large. As clustering results can characterize the 
basis for distribution of the whole data sets, clustering is 
helpful to aid supervised classification of datasets based 
on their selection of features. Thus, clusters can be used to 
select useful features and subsequently to add to sample 
datasets to improve the performance of classification in 
clustering process. Thus the classification steps used for 
the purpose of increasing the convergence speed of the 

	 If data point fir (newnbest) better than fir (newnbest) 
	 Then newnbest is replaced by newnbest 
	 For employed beei create new group data source positions  with the assistance of (4)
	 Compute the cluster value fit1

	 Implement greedy selection mechanism
	 End For
	 Calculate the probability cluster values p1 for the clustering problem solution.
Step 7	 Onlooker Bees’ Phase
	  For every onlooker bee i = 1, ...,SN 
	 Select a group based on data point source based on p1 and applying the FA for attractive fitness function for 
finding best distance value 
Generate an initial group randomly of n fireflies within D dimensional search space xik, i = 1, 2, ... ...N and k = 1, 2, ...k. 
Atractiveness of the FA evaluate the best fitness distance value of the group f(xi) which is directly proportional to light 
intensity Ii,  tis a best distance value among the data point of the cluster.
	 To use these attractiveness of FA in ABC,
Replace the j data point of the group newnbest by using the j data point of FA bee i
	   Calculate the f↓ir[(newn↓(best n↓1, n↓2...x↓ij ... . , g↓D)]) 
	    If data point fir(newnbest) better than  
	     Then newnbest is replaced by data point newnbest

	        For onlooker bee i generate new group data source positions viwith the assistance of (4)
	 Compute the value fit1 
	        End For
	 End For
Step 8	 Scout Bees’ Phase
	 If there presents an employed bee it turns out to be scout
	 Then substitute it with a new random group data source positions in clustering
Step 9	 Remember the best solution for clustering problem attained so far
Step 10	  Compare the best solution with data point new nbest and remember the better one.
Step 11	 Cycle= cycle + 1.
Step 12	 Until cycle =Maximum Cycle Number
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clustering approach. The following section shows that the 
experimentation results of the new technique.

5.  Experimental Results 

5.1 Data Sources
The proposed scheme has been assessed with the assistance 
of three data sets from different knowledge fields to know 
the effectiveness of proposed Hybrid ABC-FA algorithm. 
The data sets are available from UCI Machine Learning 
Repository. Table 1 provides a description of the tested 
data sets, together with the number of instances, number 
of features for each data set. 

The Iris data set includes 50 samples from each of 
three species of Iris. Four features were taken from each 
sample: the length and the width of the sepals and petals. 
The Thyroid dataset consist of 175 samples, together with 
three features such as euthyroid, hyperthyroidism, and 
hypothyroidism patients. The Wisconsin breast cancer 
dataset comprises of 459 samples, with six features 
such as clump thickness, cell size uniformity, cell shape 
uniformity, marginal adhesion, and mitoses. Based on 
the combination of datasets features, this proposed work 
developed an efficient clustering approach HABC-FA for 
solving the clustering problem and the performance of 
this proposed algorithm compared with algorithm like 
ABC and PSABC.

Table 1.    The sample of Bench mark Datasets
Bench Mark 
Datasets

No. of 
Samples 

No. of features of the data 
object in the dataset

Fisher’s iris 
dataset

50 Sepal length, sepal width, petals 
length and width

Thyroid dataset 175 euthyroid, hyperthyroidism, and 
hypothyroidism patients 

Wisconsin 
breast cancer 
dataset

459 clump thickness, cell size uni-
formity, cell shape uniformity, 
marginal adhesion, and mitoses.

5.2 �Statistical Criteria used in the Clustering 
Process

The statistical measures that follow are exploited for 
evaluating the results and compared generated results 
with HABC-FA by various clustering algorithms27.

5.3 �Minimization of Outline within Criteria 
(OLW)

This criteria equation completely depends on data 
objective collective within groups’ dimensional matrix W. 
The collective within data cluster object D- Dimensional 
matrix W is given as,

					      	   (10)

where points out the variance matrix of the data 
object allocated to cluster , where 

		    (11)

where indicates the  data object in cluster 
and refers to the amount of objects in cluster  and 

 indicates the vector of the centroid for the 

particular cluster Where K is number of groups or 
clusters on the basis of certain similarity (distance) metric 
among the data points of the datasets. A set of  data 
objects has to be clustered in the process of clustering.

5.4 Maximization of Variance Ratio Criteria
This criterion is dependent on data collective inside 
group’s D-dimensional matrix W and among the group 
D-dimensional matrixes . The between dimensional 
matrix is given as per equation (3)

			      (12)

Where,

Therefore the variance of criteria is VAR defined as 
follows,

				      (13)

The measurement of the efficiency of the algorithms is 
done based on the criterion that follows:
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Mean best fitness value of OLW, VAR as given in 
equations (11) and (13). Successive percentage (%) that 
attain the best known data objective function value over 
the no. of simulations. The benchmark datasets are taken 
into consideration for evaluating the performance of the 
algorithms. 

5.5 Mean Best Fitness Value and Variance
The mean best fitness values and variance of criteria o of 
the clustering analysis corresponding to the benchmarked 
datasets are listed in the Table 2 and Table 3. The result 
indicates that the HABC-FA provides best solution for 
clustering in both of the parameters such as mean best 
fitness value and VAR.

The Figure 2 illustrate that the performance i.e. mean 
best fitness value from the clustering processes.

Table 3. VAR criterion of the clustering analysis of 
benchmark datasets fitness values of the algorithms using 
in the clustering analysis of the given datasets.

The Figure 3 illustrate that the performance i.e. 
variance of the algorithms using in the clustering analysis 
of the given benchmark datasets.

Table 2.    The Mean best fitness value in the clustering 
analysis of benchmark datasets such as Fisher’s iris, 
Thyroid and Wisconsin breast cancer
Datasets ABC PSABC HABC-FA

Mean best 
Fitness value 

of OLW

Mean best 
Fitness value 

of OLW

Mean best 
Fitness value 

of OLW
Fisher’s iris 
dataset

68.25 69.15 68.67

Wisconsin 
breast cancer 
dataset

68.30 67.85 69.75

Thyroid dataset 68.58 67.65 69.89
Mean Best 
fitness Value of 
OLW

68.37 68.22 69.44

Table 3.    VAR criterion of the clustering analysis of 
benchmark datasets
Datasets ABC PSABC HABC-FA

VAR VAR VAR
Fisher’s iris dataset 39.89 42.95 44.79
Wisconsin breast cancer 
dataset

43.45 44.15 44.85

Thyroid dataset 43.40 44.21 44.91
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Figure 2.    The comparison result of the mean performance 
of the proposed and existing clustering processes through 
Datasets..
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Figure 3.    Variance of the clustering Process comparing 
different algorithms.

5.6 Success Percentage
The success rate which attain the extent best known 
objective function value based on percentage of 
number of runs (i.e., success %) is tabulated in Table 4 
for benchmarked datasets. And Figure 4 illustrates the 
success rate of the newly introduced algorithm using in 
the datasets

The Figure 3 illustrates the percentage of number of 
runs (i.e., success rate in %) for benchmark datasets using 
the proposed HABC-FA and existing methods.

Table 4.    Percentage of number of runs (i.e., 
success %) for benchmarked datasets
Datasets ABC PSABC HABC-FA
Fisher’s iris dataset 64 66 74
Wisconsin breast cancer 
dataset

81 90 92

Thyroid dataset 68 78 86
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Figure 4.    The success rate of the Proposed Algorithm and 
the Existing Algorithm.

5.7 �Performance Analysis of proposed 
HABC-FA

Here this section focus on the evaluation of the proposed 
HABC-FA clustering validation measures including 
recall, precision and F-measure. This three are generally 
used clustering validation measures for clustering process. 
Recall (RC)

The recall value is obtained with the no. of most 
relevant feature dataset of cluster and the total no. of 
relevant feature datasets in cluster.

						        (14)
The Figure 5 shows the clustering performance 

assessment of the recall values of both proposed and 
existing methods for the given inputs datasets.
Precision (PC)
The precision value (PC) is computes with the total no. of 
relevant features in the datasets of cluster.

	   (15)

The Figure 6 depicts the performance comparison 
of the precision values of both proposed and existing 
methods.
F-measure:
The F-measure performance comparison for proposed 
and existing algorithms is calculated by combination of 
the precision and recall result values from the clustering 
process. 

				     (16)

This work taken to treat each cluster results of a 
dataset, then compute the recall and precision of that 
cluster for all given datasets and F-measure is computed 
with the assistance of the equation (16), 

The Figure 7 shows the f-measure comparison of the 
both proposed and existing methods.

The large F-measure value of proposed HABC-FA 
indicates that higher clustering quality of the proposed 
algorithm. From the observations from the Mean fitness 
value, VAR and success rate measure, altogether the three 
algorithms provide the best-known value to be within 
most no. of assessments and they have an increasing 
success rate to attain the optimal value for the dataset. 
The HABC-FA outperformed in many of all the cases. It 
is also observed that the convergence of the HABC-FA 
is extremely quick for the benchmark datasets like iris, 
Wisconsin breast cancer and thyroid. The observation 
obtained from the OLW for VAR metric is that the 
working of HABCA-FA is significant relating to the 
benchmark datasets. The HABC-FA algorithm has a 
greater probability for finding the necessary optimal 
value when compared to ABC and PSABC. Therefore, the 
convergence of the newly introduced HABC-FA for the 
Variance measure has a good speed when compared to 
other algorithms for many of the benchmark issues. The 
proposed HABC-FA clustering algorithm’s performance 
is also measured using clustering process evaluation 
parameters like recall, precision and F-measure. However 
optimization based methods have provide better results 
for all applications some of the work are solves routing 
problem in Wireless Sensor Networks (WSNs)28, ABC 
Based PID Controller29 for Nonlinear Control Systems, 
Network Lifetime enhancement using PSO based 
Apriori30 and Gravity Dam using PSO algorithm31.
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Figure 5.    Recall comparison of proposed method Vs. 
existing method.
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Figure 6.    Precision comparison of proposed method 
Vs. existing method.
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Figure 7.    F-measure comparison of proposed method 
vs. existing method.

6.  Conclusion and Future Work

In this paper, a novel clustering algorithm HABC-FA is 
presented which integrates the fundamental behavior 
of a Firefly Algorithm combined with ABC, which is to 
enhance the solution for the complication of clustering. 
The performance of the newly introduced clustering 
algorithm is assessed by making a comparison of the 
performance parameters such recall, precision and 
f-measures with the existing algorithms using benchmark 
datasets. The proposed HABC-FA performed well in most 
of the cases. It can also be observed that the convergence 
of the HABC-FA is extremely quick for the datasets like 
iris, cancer and thyroid. The observation from the OLW 
for VAR metric is that the performance of HABCA-FA 

is outstanding based on the benchmark datasets. The 
HABC-FA algorithm has extremely higher probability 
in discovering the required optimal value in comparison 
against existing schemes like ABC and PSABC. 
Therefore, the convergence of the proposed HABC-
FA for the Variance measure is quicker as compared to 
other schemes for most of the benchmark problems. The 
experimentation results reveal the presented algorithm’s 
performance efficiency. In future work the proposed 
hybrid clustering method is experiments with high 
dimensional datasets.
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