
Abstract 
Objective: Data Stream Classification is a big problem. Ensemble based learning methods are used to tackle the data Stream 
classification problem. Method: Methods such as Random Forest and Very Fast Decision Tree (VFDT) for  classification 
are used in the system. Findings: This hybrid approach is an Effective method for calculating hidden data and maintains 
 accuracy in the large data set. It also calculates the neighbors between each pair of cases that can be used in clusters. It 
is used for finding unknown or (by scaling) gives informational views over the data. This hybrid approach achieves 85 
%  accuracy and result proves that the hybrid approach performs well when compared to other algorithms in terms of 
accuracy. This is the application where we can download data streams of any application at faster rate. Many methods 
are available to process data streams. But the proposed algorithm performs well when compared to other algorithms. 
Applications: Many real time data streams are downloaded and uploaded to test and train various Applications. Data 
streams are used in many applications such as medical applications and educational applications.
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1. Introduction 
Data mining is used in many applications. Many tools are 
available to perform data mining tasks. Data mining is a 
very powerful tool for extracting useful information from 
a large data set. Data pre-processing is one of the data min-
ing tasks. In data pre-processing, unstructured raw data 
are processed into structured data that is in understand-
able format1. Data pre-processing tasks are very essential 
in data mining because data mining is the process of min-
ing useful information from a large data set. It contains 
many noisy data and outliers. So, data should be pre-pro-
cessed to remove those noises and get useful information 
in a structured format2. Classification is the process of clas-
sifying the data based on similarity or any other criteria. 
Classification is very essential because if we classify the 
data means it is very easy for the learners to study and iden-
tify the data of a particular category. Classification plays a 
vital role in data mining tasks. For performing classifica-
tion the above mentioned data mining tasks such as data 
pre-processing and clustering are needed. There are many 

classification techniques like K-nearest neighbor Classifier, 
Naive Bayes classifier; Random Forest, Similarity Based 
Classifier, Decision trees etc are available3. In Data Stream, 
the data flows continuously. The data flow in sequence, in 
a connection oriented environment. Data flows at a faster 
rate, so handling Data streams are very tedious process. 
It is necessary to classify the data streams because data 
are continuously flowing from various data streams. So, 
it is difficult to understand which data belongs to which 
category. So, it is important to classify the data streams. 
The input arrives, quickly in data streams. The algorithm 
should work fast enough to process data streams with less 
memory consumption. In the proposed system a hybrid 
approach that combines VFDT and Random forest is used 
for classification, which is efficient and manages abrupt 
concept changes that occur while handling data streams4. 
In5 Ensemble learning framework is capable of handling 
errors in data and it’s also able to handle concept drifts 
and they are capable of constructing Classification models 
with accuracy. The idea behind this is Decision tree prun-
ing and selection of prototype. Maximum Variance margin 
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Framework is used for filtering and cleansing the noise. In 
the Aggregate Ensemble first the base classifiers are trained 
using different algorithms and performed on different 
data instances. Model voting is performed to construct a 
Bayes classifier. The major drawback associated with this 
type of algorithm is that the accuracy of prediction is not 
optimal. In6 the proposed algorithm for handling concept 
drifts in data streams, namely Ensemble tree decisions for 
Data streams with Concept drifts (EDTC). The Ensemble 
Decision tree algorithm uses the concept of random deci-
sion trees and double threshold to handle concept drifts. 
The main drawback of Hoeffding bound is that it is appli-
cable only for application involving numerical data. In7 
used SLIQ—SLIQ expansion is a scalable decision tree, 
Rain forest and Boat for data stream classification. 

2. Method 
In the proposed system a Hybrid approach is used that 
combines the features of Random Forest and VFDT for 
classification. It was more powerful for making decisions 
during tie breaking while splitting the attributes. VFDT 
removes the nodes which are less promising. VFDT use the 
memory efficiently and handling drifts that arise in data 
streams. VFDT is efficient in memory and it is not suited 
for handling drifts that arise in data streams. VFDT is bet-
ter than other algorithms in terms of accuracy, memory and 
time. Random forest is an effective method for maintaining 
accuracy in the large data set. In the System framework, the 
input data are pre-processed and the top k result is viewed, 
Random Forest and VFDT classifiers are used for classifi-
cation shown in Figure 1. Hybrid approach combines the 
features of Random Forest and VFDT for classification. 

3. Discussion and Results 
The results of the Hybrid approach to perform data 
stream classification, achieves better performance when 
compared to other algorithms. The results obtained that 
this hybrid approach achieves accuracy of about 85 % is 
shown in Figure 2. The results are compared with the exist-
ing and the proposed model, the performance of the Data 
stream classifier in the proposed model is better than the 
existing model in terms of accuracy is shown in Figure 3. 
The proposed model consumes very less computation 
time and occupies less storage space when compared to 
the existing algorithms. Clearly the graph shows that the 
classifier used in this paper achieves the accuracy of about 
85 % is shown in Figure 4.

Figure 1. Block diagram of proposed method.

Figure 2. Data upload.

Figure 3. Result with forest accuracy.

Figure 4. Graph analysis.
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4. Conclusion 
Data Stream Classification is a tedious process. Efficient 
algorithm should be used to handle data streams. A 
framework for Data stream classification using a hybrid 
approach is proposed. The best features of the Random 
Forest and VFDT are combined together to improve the 
accuracy of the data stream classification. By using this 
hybrid approach sudden concept change can be handled 
during data stream classification. The result shows that 
this hybrid approach performs well when compared to 
other algorithms. Hybrid approach is an Effective method 
for maintaining accuracy in the large data set. 
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