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Abstract

Objectives: The objectives of this research article is to deal with the
problem of web document clustering by modeling the web documents
as directed completely labeled graphs that incorporate contextual infor-
mation in the computation process to the extent required. The compu-
tational complexity of the MCS algorithm based on this graph model is
O(n?), n being the number of nodes. As graph similarity using MCS is an
NP-complete problem, so this is an important result that allows us to forgo
sub-optimal approximation approaches and find the exact solution in poly-
nomial time. Method: The first step towards this new approach of web
document clustering is the representation of the web documents with the
help of a directed completely labeled graph that can retain contextual infor-
mation of the document under consideration. After graphical modeling of
the document, the next step is the calculation of similarity between the
graphical objects. For this purpose, a customized algorithm proposed as
Algorithm for Maximum Common Subgraph Isomorphism (AMCSI)() based
on a backtracking search scheme is being used. The proposed AMCSI algo-
rithm is solving the problem of maximum common subgraph isomorphism
in polynomial time. After obtaining the value for the similarity between the
graphical objects we are again using a customized fuzzy-c means algorithm
to produce clusters from the target set of web documents. We are using
multidimensional scaling to express the distance values between the web
pages (graphs) in two coordinates (x,y) and deterministic sampling to calcu-
late the graph median in the process of fuzzy c-means clustering. Findings:
We present an alternative method for web document clustering by repre-
senting the web documents as directed completely labeled graphs where
the computational complexity of the MCS algorithm is O(n2)(". A new dis-
tance measure is also developed based on the directed completely labeled
graph representation which is giving 16.9% better result than the prevail-
ing methods(®. For the clustering purpose, we have chosen the fuzzy c-
means clustering algorithm and customizing the original algorithm to fit
with graphical objects. This approach enables us to model the web docu-
ments as graphs without discarding contextual information and then clus-
ter these graphical objects with the help of a well-established clustering
algorithm.
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1 Introduction

A good number of data mining methods are available that deal with plain text documents. But the document mining methods that are
suitable for text documents are not fit for web documents. Web documents are different from plain text documents as they consist of
certain markup elements. The incorporation of these markup elements or the tags into the mining process can lead to greater accuracy,
efficiency and effectiveness of the results obtained henceforth. This is only possible when we have ways to incorporate the information
regarding the markup elements into the mathematical model representing the object under consideration (web document). Discarding
markup information or amalgamation of the markup information with the help of an additional process is one of the major limitations
of existing web content mining methods.

Another issue is the non-homogeneity of the web documents. As the web is highly non-homogeneous in nature it is not always feasible
to apply unambiguous knowledge. For instance, we may consider the term “Himalaya”. This term can imply many things on the internet
such as a commercial website, a mountain, a person, a locality, a forest, a company, etc. Thus, for web resources, it may not be feasible
to apply unambiguous knowledge or information from a domain, that can otherwise be used effectively for a structured knowledge
discovery process.

Also, the web content is dynamic in nature. The web pages are very much porn to have changes in terms of contents as well as location.
This dynamic nature of the internet restricts the use of traditional data mining or knowledge discovery methods which may possibly be
unable to trace the nature of web resources. Such techniques may lead to out of date results. A significant fraction of the huge volume of
web resources changes frequently and must be processed periodically to have meaningful up to date results. Some other issues that we
must deal with when processing web documents for the purpose of content mining are the variation in size, style, layout, languages etc.

The traditional methods generally require some training set to learn about the document corpus. The creation of a training set that is
capable of managing ambiguity and which can incorporate changes as it happens is hardly achievable. In the light of the above-mentioned
drawbacks of the traditional methods, in this paper, we are presenting a graph model that is capable of representing web documents
without discarding any valuable information that can be used for clustering the documents.

This graph-based modeling of web documents happens to be more beneficial with respect to both representational and clustering
perspective. In general graph similarity using maximum common subgraph is an NP- complete problem. But our completely directed
graph-based representation is able to keep the contextual information of the documents reducing the time complexity of determining
the MCS to O(n?). The new graph distance measure based on the new graph representation is also giving 16.9% better result. Further, the
need for clustering the objects under consideration can be met with straightforward extensions of classical clustering algorithms such as
fuzzy c- means algorithm to work with graphical objects.

2 Web document content mining process

Web Document Content mining processes are activities done to discover and extract useful information from the web documents usually
with the assistance of a machine. Certain instances of these processes are clustering, classification, retrieval, filtering, extraction and
summarization.

All these processing activities require a pre-processing step to accomplish their task. This preprocessing step generally consists of
converting the web documents or the set(s) of web documents into some mathematical model of values that facilitate the application of
further treatment available to calculate different essential parameters. The general procedure that may be followed by each of the above
web document content mining process is as below:

Step 1: Conversion of the respective web documents into a computer processable format.

Step2: Similarity measurement among the documents in the converted format.

Step3: A clustering process that can utilize the outputs provided by the above two steps.

As stated, most of the document clustering methods consider a document as a collection of some dictionary words and do not
bother about the contextual organization and the ideas conveyed by the document. As a result, the similarity measures based on such a
representation model cannot perceive contextual similarity due to the lack of contextual information ®). Numerous attempts have been
made to discover some new way to represent text apart from the term frequency approach. Some of the significant efforts are N/grams ),
bigrams (), extraction of words semantic relations through corpus statistics , the use of background knowledge by replacing words with
their higher concepts in the ontology "), and the consideration of word sequences with the help of a graphical model ®.

We found six different graph models for representing web documents in the literature ), They are: standard, simple, n-distance, n-
simple distance, absolute frequency, and relative frequency. Numerous research works have been perused in the area of graph similarity in
order to incorporate the additional information allowed by graph representations. In the literature, the work comes under several different
topic names including graph distance, graph matching, inexact graph matching, error-tolerant graph matching or error-correcting graph
matching, There are many clustering techniques in the literature, each adopting a certain strategy such as K-means algorithm (),
hierarchical clustering 112, Graph-based clustering >!>-'% and many others !116-18) A variant of K-means that allows instances to
be a member of more than one cluster at a time is known as Fuzzy C-means (FCM). Instead of having a single membership of objects to
their respective clusters, FCM allows the objects under consideration to belong to several (not necessarily) clusters simultaneously 1920,
The FCM algorithm, proposed by Dunn in the year 1974 and extended by Bezdek in the year 1981, can be applied if the objects of interest
are represented as points in a multi-dimensional space.

3 The composite graph model for web document representation

The closer two words are to each other; the stronger their connection tends to be and graphs are the right scientific structures to represent
such a relationship V). There is a very close relationship between graph theory and calculus of binary relations. A binary relationship
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between two objects x; and x; may be stated as a binary relation R between the pair (x;, x;), Where X can be defined as set of objects,
X={x1,X, ...}. Symbolically this representation can be stated as x;Rx ; and say that x; has relation R to x ;. The obvious or the most natural
way of representing a relation is through directed graphs. In a directed graph each x; belongs to X is represented by a vertex x;. If x; has
some specified relation R to x;, a directed edge is drawn from vertex x; to x;, for every pair (x;, x;). For example, Figure 1 represents
a relation “is the successor of” on a set of 5 consecutive numbers {1, 2, 3, 4, 5}, with each edge labeled with the members’ respective
distances from all the other predecessors. It seems to be obvious from the above definition that every binary relation on a finite set can
be represented by a digraph without parallel edges.

\\ 1\2 !
\ \ :

Fig 1. Representing a relation “is successor of” on a set of 5 consecutive numbers {1, 2, 3, 4, 5}

A

The composite graph model (CGM) *?) which was modeled by this author in the year 2012 which represents a web document as a
directed and completely labeled graph. The CGM was developed with help of the Tag Sensitive Graph Model (TSGM) 2 and Context-
Sensitive Graph model (CSGM) %), In the composite graph representation, we are using the TSGM to represent three sections of a
general web page namely head, link and address. The use of TSGM enables us to utilize the markup information available in the web
document. We are using CSGM to represent the text section because of its efficiency to represent a large text section.

The composite model successfully retains all the advantages of both TSGM and CSGM and eliminates the drawbacks of both the
parent models.

3.1 Algorithm for adjacency matrix representation of a web document in accordance with
the CGM

A binary relation R on a set can also be represented by a matrix, called a relation matrix. It is commonly a (0, 1) n by n matrix where n is
the number of elements in the set. The i, j™ entry in the matrix is 1 if x;Rx; is true and is 0, otherwise. For example, the relation matrix
for the sentence: “Not everything that can be counted counts, and not everything that counts can be counted” is ( Table 1 ):

Table 1. The relation matrix representing the sentence

Nodes not everything that can be counted  counts , and
not (Nodel) 0 2 0 0 0 0 0 0 0
everything (Node2) 0 0 2 0 0 0 0 0 0
that (Node3) 0 0 0 1 0 0 1 0 0
can (Node4) 0 0 0 0 2 0 0 0 0
be (Node5) 0 0 0 0 0 2 0 0 0
counted (Node6) 0 0 0 0 0 0 1 0 0
counts (Node7) 0 0 0 1 0 0 0 1 0
, (Node8) 0 0 0 0 0 0 0 0 1
and (Node9) 0 0 0 0 0 0 0 1 0
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The CGM transforms the original text into a wordnet (graph) in which all relationships between adjoining words are retained. We
are going to present how the CGM performs on a text T of length n words, drawn from a vocabulary Y containing ¢ different words.
To implement the word net a digraph G = (V, E) is considered in accordance with the following features:

o Each unique term appearing in the document becomes a node in the graph representing the document. Each node is labeled
with the term it represents and a non-negative integer value x € [1, 5] where o is the total word count in T. The node labels in a
document graph are unique, since a single node is created for each keyword even if a term appears more than once in the text.

o Second, if word a immediately precedes word b somewhere in the document, then there is a directed edge from the node
representing term a to the node representing term b with an edge labeled as (p:q), where p is a user-specified parameter representing
the distance between the two words and q is the number of times that the edge has been traversed.

 There are no multiple edges in G. If there is more than one transition between two consecutive words, only a single edge is modeled.

The above-mentioned steps for modeling a document into a graph can also be used in conjunction with other modeling ways to convert
natural language texts into a suitable mathematical format for further processing. The separator modeling also plays a vital role in
modeling with the CGM technique by directly affecting the space/time tradeoff. We choose spaceless words to model separators for
T on CGM. The following algorithm formalizes the CGM transformation process.

1: Vo

2:E< ¢

3: current < StartVertex;

4: previous <— null

5: while there are more words in T do

6: word < T.ParseWord();

7: if word ¢ V then

8: V + V U word;

9: destination < V.retrieveID(word);

10: If current # destination

11: edge < (current, destination);
12: If prev # current

13: edge < (prev,destination)
14: else goto step 17

15: end if

16: E <~ E U edge;

17: Gyexr-encode(V);

18: Gyertex-encode(word);

19: Gegge-encode(edge)

20: else previous <— current

21: current < destination;

22: end if

23: else

24: destination < V.retrieveID(word);
25: edge <—(current, destination);
26: if edge ¢ E then

27: E < E U edge;

28: Gedge-encode(edge);

29: else id < E.retrieveID(edge);
30: E.update(edge);

31: end if

32: end if

33: previous <— current

34: current <—destination;
35: end while

Algorithm 1: CGM transformation process

After constructing graph representations for a set of web documents, the next job is to find out the similarities among them for
the purpose of clustering. Several techniques are there to measure the similarity among different graphical objects. All these techniques
accomplish their job through graph matching. This particular problem of graph matching refers to the topics of inexact graph matching or
graph similarity. We have several instances where we can see the application of graph matching to solve different complex problems in the
field of image processing, pattern matching, job scheduling, structure analysis, bioinformatics, network management, route management,
etc.

The composite graph model as proposed has been developed for representing web documents which can retain more structural
information about the contents of a web page than the prevailing models. This necessitates the development of an enhanced similarity
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measure which is essentially based on some established method that enables us to pass the additional information into the calculation
process.

4 New distance measure based on maximum common subgraph approach

Although the maximum common subgraph approach is a widely accepted graph similarity measure, there are no reported findings to
indicate a de facto standard. We decided to consider the maximum common subgraph approach to pursue our study because of its
simplicity, efficiency and popularity.

The maximum common subgraph approach is an effective and efficient way to calculate graph distances. But with our newly developed
composite graph model, the prevalent method will not work well as the method is based only on number of nodes of the graphs under
consideration. As our composite model is capable to hold more information than that of node information only, so to have full benefit
from the proposed composite model we are enhancing the MCS distance measure as blow:

Zsom di (MCS(leGZ)) )
max (Ld* (G1),(Ld*(G2)))

where Xd™ represents the sum of in-degree and out-degree of the directed graph and ¥, ™ represents the sum of the minimum of the
degrees generated by each common node of the graphs which are included in the MCS. In case when there are two or more MCS then
we should consider max (¥, d%). max(x,y) is the usual maximum of two numbers x and y.

In the above newly constructed measure of calculating graph distance, we are using the in and out degrees of all the nodes concerned,
instead of simply considering the number of nodes of the respective graphs. Since we are representing a document (web) with the help
of a graph therefore most of the nodes (representing words of the concerned document) of the graph will have a relationship in the form
of edges with some other nodes (words) of the graph. Since we are following the composite model, therefore, the nodes representing a
word in a sentence will have a relationship with the successor or predecessor words and also with the words having a distance n from
it, where n is the user-provided value. As we are creating a unique node for each word occurring in the document, therefore the word
having a higher frequency then others will have higher in and out degrees compared to that of others. By considering in and out degrees
to calculate the graph distance, we are trying to include all such information in the calculation process in order to get more accurate and
reliable results.

distyscs (Gl/,Gz) =1- (

5 The modified fuzzy C -means algorithm to fit with graphs

The main problem on the way of applying fuzzy c-means for graphs is the computation of cluster representative. In the case of the typical
fuzzy c-means algorithm, the initial partition matrix U may be generated randomly or can be calculated from the initial cluster centers.
For example, let us have a set S of n graphical objects representing web pages, S= (G1, Ga, ... Gy).

The following are the different steps for clustering these n web pages according to our new methodology.

Step 1: Represent these n web pages according to our proposed composite model.

Step 2: Compute the pairwise distances between all possible pairs of graphs using the MCS distance measure as proposed. These
distances can be suitably represented with the help of a symmetric hollow matrix.

Step 3: Perform multidimensional scaling on the n

Step 4: Distinguish some points as cluster representatives randomly in accordance with the specified number of clusters.

Step 5: Calculate the initial partition matrix on the basis of the initial cluster representative.

Step 6: Based on the initial partition matrix recompute the cluster representative say g; (the graph median).

The cluster centers (i.e. g;’s) can be computed with a weighted averaging that takes into account the membership values of each data
item. We cannot use the graph median directly without considering the respective weights assigned to each graph in each iteration. It is
also not feasible to multiply a graph with a scalar. Therefore the following approach for calculating the graph medians by considering the
respective weights may be used.

For each cluster j, use deterministic sampling to compute the number of copies of each graph g; to use, say x;(i) which is defined as:

__Yij
Yvaij

xj(i)

Xn

where n is the total number of items in the data set and a;; is the membership value of the respective object i’ (i.e. graph ‘i’ copies of
graph 1 and compute the median graph of this set to be the representative of cluster j.

Now, the median of a set of graphs Sisa graph g € S (S = {G}, Gy, ...,Gp}) such that g has the lowest average distance to all elements
ins(

Is|
gl@ = arg min (l Y dist (s, Gy)>

Vses ‘S| y=1

where | is the no of iteration.
Step 7: Compute distances based on the new cluster representative

T !
A ’dist MCS (Gk,gi)

DizkA:‘diStMCS<Gk-,g£> A<i<c1<k<n

where c is the no of clusters and A is the norm inducing matrix.
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Step 8: Update the partition matrix by updating the membership values
for1<k<n

if Dijg >O0foralli=1,2,...,c

u = 1
ik = p—
)y (DikA/DjkA)2/( D

where m is the fuzziness parameter
otherwise

.
“i(]f) =0if Dyy =0and ”i(kl) € [0,1] with ) N;;f) =1

i=1

Step 9: Repeat the process until termination tolerance is reached.

6 Conclusion

The composite graph model for web document representation takes into account the additional web-related content information which
is not done in traditional information retrieval models. It can hold almost all the necessary information such as the order, proximity of
word occurrence, markup information and location of a word within a document that is necessary for the purpose of clustering. This
model along with the enhanced distance measure is giving increased effectiveness (16.9%) in the graph distance measure compared to
that of the prevailing one, even though the maximum common subgraph (MCS) is the same in both the graphs 1:2). We have introduced
a new approach for graph distance measure which is essential for clustering data sets. Using the composite model of graph representation
we can perform the graph similarity task in O(n?) time.

The basic idea behind the extension for FCM algorithm is the calculation of cluster center in case of graphical objects. We have
modified the step 1 and 2 of the original fuzzy c-means algorithm which will arm it to handle graphical objects. These changes are made
without changing the fundamental concepts of the FCM algorithm. This method will enhance the efficiency and effectiveness of the
FCM algorithm, as the graphical objects will boost the clustering method with information as needed. This enhancement will allow
web documents to be represented by graphs that have the potential to retain information that is usually discarded when using a vector
representation. This extended graph-theoretical version of FCM algorithm does not limit the form of graphs which allow the change of
graph model or even application domains without reformulating the algorithm.
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