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Abstract
Background/Objectives: Image denoising is an important step in image
processing applications. Usually noise is added to the original image during
transmission, acquisition and storage process and is considered as noisy
image. For precise analysis and extraction of image features, the noisy image
is denoised without losing the original image details. This study aims to
introduce a novel denoising method to obtain denoised image(s) such that
it has fewer artifacts and is more efficient at higher noise levels. Method:
The proposed novel denoising method introduces Adaptive Non Local Means
(ANL) along with Method Noise Thresholding (MNT) technique to improve the
image quality of the denoised image. Method Noise (MN) image obtained by
taking the difference of image details between noisy image and pre-filtered
mage. Recovered value from the MN through thresholding includes some
of the important components of the original image. These values computed
added to pre-filtered image to recover image features of the original image.
Findings: The standard image, denoised with noise standard (σ =10) using
bior6.8 wavelet when filtered using existing Gaussian Bilateral Filter along with
Method- Noise Thresholding filtering technique and Wiener Filter along with
Residual Thresholding show improvement in quality of the denoised image
in terms of PSNR and ISSN values as compared to the proposed filtering
technique. The proposed filter technique results in higher PSNR and ISSN
values (PSNR =33.80 and SSIN =0.9994).Novelty: It is known that ANLM results
in improved denoised parameters compared with NLM filter; however, when
MNT is blended with ANLM shows further improvement in quality of denoised
image. Hence, in the proposed method, MNT is incorporated along with ANLM
for improvement in denoising process. ImageQuality Index (IQI) of the different
standard images using ANLMT filtering technique is also studied.
Keywords: Adaptive NonLocal Means filter; Gaussian Filter; Method Noise;
Wavelet Thresholding; WienerFilter; and Adaptive Non Local Means Filter with
Method Noise Thresholding
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1 Introduction
Image processing is in practice inmost of themedical, industrial, andmilitary applications. In this process, for accurate analysis
of the image(s) by human interpretation or autonomous machine perception, denoising of the image is mandatory. Denoising
process helps to obtain original image from the corrupted image. Continuous efforts made by the researchers in this field to
improve coding technique or introduce new filtering methods to get better-denoised images in terms of retaining or recovering
original details of the image. Various denoising technique are in use. Improved Non Local Means (NLM) and other denoising
techniques proposed in recent years (1–4).

Quality of denoised image improves by wavelet-based denoising technique. Wavelet-based image denoising techniques
estimate the threshold value by considering either subband or universal thresholding to denoise the image. Visushrink, SURE
shrink, Bayes shrink, and Neighsure shrink are some of the thresholding methods to estimate the threshold value. B. K.
Shreyamsha Kumar proposed (5) Gaussian Filter-based method noise thresholding [GBFMT] combines Gaussian filter and
wavelet thresholding technique using Bayes thresholding.Thismethod suitable at lower noise levels but produces some artifacts
at higher noise levels. Priya B.S (6) introduce the Weiner filter-based residual noise thresholding [WFRT] method uses Wiener
filter and Neighsure shrink wavelet thresholding. WFRT filter has improvement in denoised image quality over GBFMT filter
but fails to denoise efficiently at higher noise levels. In this work, a novel denoising technique in whichNeighsure shrink wavelet
thresholding is combined with adaptive non local means (ANLM) filter.

The paper provides brief introduction of image filters and use of these filters along with different thresholding methods
in section 1. Different thresholding techniques discussed in details in section 2. ANLM filter adopted in the present work
briefly discussed in section 3. Section 4 deals with methodology followed in this paper through the block diagram along with
description of each block. Results and discussions described in the section 5. Section 6 concludes the proposed method.

2 Thresholding Techniques

2.1 Visushrink

The universal threshold defined by VisuShrinkis given in (1).

Tu = σn
√

2Log(L) (1)

Where σn - noise standard deviation
and L - total number of pixels in an image.
However, this technique yields less preserved details since the threshold value is high for large values of L, as it kills signal

coefficients and noise.

2.2 Sureshrink

In the subband adaptive technique proposed by Donoho and Johnstone as Steins Unbiased Risk Estimate (SURE), it leads to
select threshold TSURE, which adapts to the data by minimizing the estimation of the mean square error (MSE). Threshold
parameter TSURE calculated using (2).

TSU RE = argminTh
(SURE(Th;W )) (2)

(
SURE(Th;W ) = σ2

n −
1
L
×

(
2σ2

n ,#

{
i : |Wi| ≤ Th −

L

∑
i=1

mean(|Wi| ,Th)
2

}))
(3)

Where, σ2
n - noise variance,

L – total number of wavelet coefficients of a subband under consideration,
Wi-wavelet coefficient of a subband,

Th ∈ |0,Tu|

Tu-universal threshold
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2.3 Bayeshrink

For images corrupted by Gaussian noise, the BayesShrink method is more effective; it uses an adaptive data-driven threshold
technique. In this method, soft thresholding and threshold of a sub band are determined by modeling the wavelet coefficients.
Random variables are obtained within each subband of an image using Generalized Gaussian Distribution (GGD).

Bayes threshold (TB) of a subband is calculated by (4).

TB =
σ2

n

σF
(4)

Where σn- noise variance
Here σnestimated using a robust median estimator as given in (5).

σn =
median |{wi, j} ∈ HH|

0.6745
(5)

Where σF - estimated signal standard deviation in wavelet domain
Here σF is estimated using (6).

σF =
√

max((σ2
w −σ2

n ) ,0) (6)

Where σ2
w - variance of w.

Where, w is modeled as zero mean, σ2
w is calculated as shown in (7).

σ2
w =

1
n2

n

∑
j=1

w2
i, j (7)

when σ2
n>σ2

w , σFwill become zero and TB becomes ∞. For this case, the value of TB is estimated using (8).

TB = max
(∣∣wi, j

∣∣) (8)

2.4 Neighshrink

This thresholding technique incorporates neighboring wavelet coefficients to estimate the threshold value. The neighborhood
window size should be odd. A 3x3 window is depicted in Figure 1 below.

Fig 1. 3 x 3 Neighbor Window

The shrink function for a particular odd size window is given in (9).

βi, j =

(
1− Tu

2

Si, j2

)
+

(9)
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b i, j refers to centered wavelet coefficient.
Where, T u - universal threshold value
(Si, j ) the sum of all the wavelet coefficients within the neighborhood window.
Where,

S2
i, j = ∑i+1

m=i−1 ∑ j+1
n= j−1 w2

m,n (10)

The + sign indicates to consider only positive values during estimation and becomes zero for negative values.The estimated
center wavelet coefficient obtained through a noisy wavelet coefficient using (11).

ŵi, j = βi, jwi, j (11)

2.5 Neighshrinksure (NSS)

NeighShrinkSURE is an improved version of NeighShrink in the image denoising technique proposed by Dengwen and
Wengang. Stein’s Unbiased Risk Estimate (SURE)method used to determine each subband’s optimal threshold and neighboring
window size (12). (

T S,kS
)
= argminT,k SU RE (wS,T,k) (12)

Where, T - threshold,
k - window size and
s - denotes the subband.

3 Adaptive NL Means Filter

Rajiv Verma et al. (7) proposed sub window size in the Adaptive NL filter for denoising technique based on the average gray level
difference(GLD) for particular window size. The larger the GLD, the lesser is the size of the search window due to significant
variation in gray levels of non smooth regions. Images with smooth regions or areas with less gray-level variations result in
lesser GLD and results in increase in size of the search window.This technique is helpful to improve the denoising quality of an
image since it avoids the gray level of unrelated pixels while averaging in a fixed search window size. Here both denoising time
and quality of an image are improved in this technique.

The mean gray level of a pixel value in the neighborhood window (Wk) of odd number n x n matrix, centered on pixel i is
given as (13).

X̃i =
1

nxn

n

∑
k=1

n

∑
l=1

X̂(k, l) (13)

Where, (k, l) - pixel coordinate in neighborhood Ωk.
The absolute gray level difference△X̃i between X̂iand X̃i for pixel ’i’ is given by∣∣∆X̃i = X̂i − X̃i

∣∣ (14)

Gray level difference (GLD) of each pixel of an image calculated using (13) and (14).
The Mean (µ) of the GLD is calculated using the formula

µ =
1

MxN ∑
i∈∆X̂i

∆X̂i (15)

and standard deviation (s) of the GLD is calculated using the formula

σ =

 1
MxN ∑

iε∆X̂i

(
∆X̂i −µ

)2


1
2 (16)
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Then threshold T1 and T2 are defined as

T1 = µ (17)

T2 = µ +ασ (18)

where α - control parameter.
Then an optimal search window can be made,

Sopt
i =


large, if ∆X̂l < T1

medium, if T1 ≤ ∆X̂l ≥ T2

small if ,∆X̂l > T2

(19)

Denoised image obtained by adaptive search using the formula (20).

X̂final (i) =
∑ j∈Sopti w(i, j)y( j)

∑ j∈Sopti w(i, j)
(20)

4 Proposed Method
Figure 2 depicts the complete block diagram of the proposed method. Primarily, the noisy image is filtered using an adaptive
NL means filter to obtain denoised image IF . The filtered image and noisy images combined to generate method noise by
subtracting filtered image IF from noisy image. The residue after subtraction is called method noise. Residue value that
comprises image details along with noise let to estimate the true wavelet coefficients. Wavelet decomposition was carried out
to get all approximation and detail coefficients. Wavelet thresholding is employed to eliminate noise components in sub-bands.
NeighshrinkSure technique gives better Mean Square Error (MSE). Finally, denoised image reconstructed by combining pre-
filtered image with the image details from Inverse Discrete Wavelet Transform (IDWT).

Fig 2. Block diagram of ANL with Method Noise Thresholding

In this process, the noisy image (I) is applied to ANL filter to obtain a pre-filtered image (IF ). Method noise (O) is obtained
by computing the difference of pre-filtered image (IF ) and noisy image (I) through summing block-1. Method noise applied
to discrete wavelet transform (DWT) block to obtain three level decomposed images of method noise. NeighShrinksure
thresholding eliminates the noisy components of the DWT output. Inverse discrete wavelet transform (IDWT) (IW ) recovers
the image features present in themethod noise.The IF image and image features IW are combined in summing block-2 to obtain
the denoised image. Figure 2 shows the block diagram representation.

5 Results and Discussions
Thenewly developed denoising algorithm implemented throughMATLAB software compares with other denoising algorithms.
A standard 256 x 256 grayscale images denoised usingWaveletThresholding (WT), Gaussian Bilateral Filter withMethodNoise
Thresholding (GBFMT) and Weiner Filter with Residual noise Thresholding (WFRT) methods is compared with proposed
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denoising algorithm. Standard images of Lena, Barbara, and Girl face considered in the proposed work are shown in Figure 3.
These standard images obtained from the image database (http://www.imageprocessingplace.com/root_files_V3/image_data
bases.htm). The noisy image obtained by adding additive Gaussian noise to the standard images with standard deviation 10,
20, 30, 40, and 50. The noisy images denoised using WT, GBFMT, WFRT and proposed method ANLMNT algorithm are used
to obtain PSNR and SSIN parameters. DWT block provides three levels of decomposition of the noisy images using Bior6.8
wavelet. The denoised image of the proposed filter compared with GBFMT and WFRT methods show improvement in PSNR
and SSIN parameters. Image Quality Indices (IQI) parameter of different noisy images is obtained. (Figure 3)

Fig 3. Standard Images a) Leng.png b) Barbara.png c) Girlface.png

5.1 Performance Matrices

5.1.1 Peak Signal to Noise Ratio (PSNR)
Refers to the ratio of maximum possible power of a signal to the power of corrupting noise.

PSNR = 10log
(

255
MSE

)2
(21)

where, MSE refers to Mean Sample Error of the pixel throughout the image.

5.1.2 Structural Similarity Index (SSIN)
The similarity between the original image and the image obtained by the denoising technique is the structural similarity index.
It is a perception-based model of an image, and change of perception in structural information of an image is referred as
image degradation. Image degradation may be due to luminance and contrast masking. Distortions measured at the edges
of the denoised image are the luminance masking, and distortions in an image’s texture are contrast masking. The structural
similarity index is given by (22).

SSIM(x,y) =
(2µxµy +C1)(2σxy +C2)(

µ2
x +µ2

y +C1
)(

σ2
x +σ2

y +C2
) (22)

Where µx and µy denotes the mean values of original and distorted images, σx and σy represents the standard deviation of the
original and distorted images, is the covariance of both images, C1and C2are constants.

5.1.3 Image Quality Index (IQI)
This parameter (IQI) is obtained by modeling the image distortion related to the reference image with loss correlation,
luminance distortion, and contrast distortion.

IQI(x,y) =
(4µxµyµxy)(

µ2
x +µ2

y
)(

σ2
x +σ2

y
) (23)

5.2 Experimental Results

PSNR and SSIN parameters of the denoised image using ANLMNT (proposed method) are compared with WT, GBFMT and
WFRT methods. Table 1 shows the tabulation of PSNR values of ANLMNT and other thresholding techniques. The method
noise thresholding technique incorporated alongwithANLfilter in the present study showbetter PSNR as compared toGBFMT
andWFRT methods.
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Table 1. Comparison of PSNR values of ANLMNT with GBFMT andWFRT
σ 10 20 30 40 50
Method Input Image(LENA)
WT 27.36 24.97 23.97 23.41 22.90
GBFMT 33.07 29.23 27.19 25.76 24.69
WFRT 33.23 28.94 26.71 25.13 23.79
ANLMNT (Proposed Method) 33.80 30.34 28.11 26.32 24.75

Input Image(BARBARA)
WT 26.33 24.27 23.28 22.69 22.29
GBFMT 31.78 28.33 26.53 25.27 24.26
WFRT 32.10 28.31 26.21 24.72 23.48
ANLMNT (Proposed Method) 32.54 29.18 27.18 25.59 24.13

Input Image(GIRLFACE)
WT 30.72 26.03 24.80 23.92 23.07
GBFMT 33.71 29.59 27.09 25.22 23.84
WFRT 32.78 28.14 25.66 23.85 22.43
ANLMNT (Proposed Method) 34.62 30.62 27.99 25.89 24.20

The proposed ANLMNT denoising method depicts an improvement in PSNR compared to other denoising techniques.
However PSNR value decreases as sigma increases (σ >30). A study with high contrast standard image (Girlface) shows that
the proposed work has significantly improved PSNR values compared to other standard images with low contrast (Lena and
Barbara). The proposed method also show increase in SSIN values of the standard images (Table 2).

Table 2. Comparison of SSIN values for proposed method with GBFMT andWFRT
σ 10 20 30 40 50
Method Input Image(LENA)
WT 0.9989 0.9985 0.9983 0.9982 0.9981
GBFMT 0.9996 0.9992 0.9989 0.9986 0.9984
WFRT 0.9996 0.9992 0.9989 0.9986 0.9982
ANLMNT (Proposed Method) 0.9996 0.9994 0.9991 0.9988 0.9985

Table 3 shows the IQI values of the ANLMNT method for standard images.

Table 3. Comparison of IQI values for different Images
σ 10 20 30 40 50
LENA 0.9950 0.9893 0.9816 0.9734 0.9647
BARBARA 0.9930 0.9853 0.9784 0.9686 0.9585
GIRL FACE 0.9956 0.9875 0.9774 0.9668 0.9572

Figure 4(a) shows the Lena image corrupted with standard noise σ=20. From Figure 4(b, c, d), it can be seen that WT
blurred the image, GBFMT introduces artifacts, WFRT introduces some white patches in the denoised image. Figure 4e shows
the image denoised with the proposed method having better quality as compared to other above-compared methods while
preserving image features. The proposed method is also applied to denoise other standard images with σ=10, 20, 30, 40, and
50, like Barbara and Girlface are shown in Figures 5 and 6. Table 4 shows the comparison of different noise filter methods with
=10 relating PSNR and SSIN image parameters.
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Table 4. Comparison of PSNR values for different Methods
Noise Filters with σ=20 Image Parameters GBFMT [5] WFRT[6] FAN [7] ANLMNT (Proposed Work)
PSNR 29.23 28.94 30.46 30.34
SSIN 0.9935 0.9992 0.851 0.9994

5.3 Discussion:

Method Noise Thresholding (MNT) technique implemented through Gaussian Bilateral filter and Wiener Filter with Residual
Thresholding shows lesser PSNR and SSIN values when implemented through Adaptive Non Local mean filter. Table 4 shows,
GBFMT and WFRT filtering methods with lesser PSNR values that is 33.07 and 33.23 as compared to PSNR value of 33.80 in
the proposed work. Increase in SSIN is also observed in this method. GBFMT (5) filter results in artifacts and WFRT (6) filter
provides less PSNR value at higher ‘σ ’. These drawbacks are overcome in the proposed work. These results are analyzed with
noise standard (σ =10) using bior6.8 wavelet.

Comparison Table 4 shows that there is drastic improvement in PSNR value 0.7 when compared with Priya et al. (6) and slight
improvement in SSIM 0.003. In case of Fan et al. and Hernández-Gutiérrez (8,9) even though PSNR remains almost same but
there is drastic improvement in SSIN value 0.148. Hence, the proposed method shows improvement in both PSNR and SSIN
values as compared with the results obtained with similar methods in recent years.

The proposed denoising technique studied for standard Lena image with varying sigma values and wavelets shows
improvement in PSNR value for lower sigma values (10, 20) and for higher values of sigma, it is constant. This reveals that
proposed ANLMNT technique is more suitable for images with lower sigma values. In addition, PSNR increases with bior6.8
wavelet as compared to other wavelets (Table 5).

Table 5. Comparison of PSNR values for different Wavelets
Wavelet Db8 Sym8 Db16 Coif5 Bior6.8
σ PSNR Value
10 33.75 33.77 33.75 33.77 33.80
20 30.31 30.32 30.29 30.32 30.34
30 28.10 28.11 28.06 28.12 28.11
40 26.32 26.33 26.30 26.31 26.32
50 24.77 24.77 24.74 24.75 24.75

Fig 4. (a) Noisy Image σ= 20 b) WT c) GBFMT d) WFRT e) ANLMNT
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Fig 5. (a to e) Barbara image Denoised with proposed method for σ= 10, 20, 30, 40 and 50

Fig 6. (a to e) Girlface image Denoised with proposed method for σ= 10, 20, 30, 40 and 50
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6 Conclusion
AnAdaptive NLmeans of filtering withmethod noise thresholding (ANLMNT) technique is proposed in this work. Simulation
results of the present method depict that the denoised images have improved PSNR and SSIN values when compared with other
method noise thresholding techniques. The proposed work is best suited for images with high noise and high contrast. Fine-
tuning at the pre-filtering stage may further enhance the quality of the image. Implementation of other denoising techniques
using method of noise thresholding may result in improved denoised image. PSNR value substantially reduces for higher noise
levels (σ>30). There is scope for refinement of image parameters through improved filtering methods for higher σvalues.
Further, the obtained denoised images through novel filtering technique have fewer artifacts and efficient at higher noise levels.
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