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Abstract

Objectives: To propose an automatic signature identification for off-line signa-
ture utilising graph theory approaches. Methods: Scanned signatures (Kaggle,
https://www.kaggle.com/divyanshrai/handwritten-signatures/data) are col-
lected for off-line signature data. The method follows pre-processing, vertex
point extraction by midpoint traverse method, features extraction using edge,
average edge and average edge D-distance and Support Vector Machine (SVM)
to classify and predict the true label for the genuine and forged signatures.
False Acceptance Ratio (FAR) and False Rejection Ratio (FRR) give the accuracy
of the proposed methods. This off-line signature verification method is com-
pared with the deep learning techniques existing in the literature. Findings:
Support Vector Machine (SVM) used for classification and results on standard
signature datasets like ICDAR (International Conference on Document Analysis
and Recognition). The results demonstrate how the proposed strategy outper-
forms the state-of-the-art already available. Novelty: The proposed approach
use the edge distance, average edge distance, and average edge D-distance
inbuilt graph structures to extract the feature points.

Keywords: Signature images; grid approach; bipartite graph; complete
bipartite graph; mid point traverse method

1 Introduction

In the digital world, the signatures have to be uploaded with most of the online
documents. But these signatures can be easily scanned or impersonated to create
counterfeit or improper documents. The proper signatures are forged based on the
details that are handy or obtainable to the forger. Using the available data, a forger can
imitate a signature. Such imitated signatures are said to be improper signatures that can
be differentiated only by the signer. But every time, a signer cannot be called to identify
the originality of the signature. Hence, identifying the valid or genuine signature from
an invalid signature has become an important area of study. Signature identification
of scanned or photographed images is still an important unsolved problem in pattern
recognition (.
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This article proposes a novel algorithm for signature identification. This algorithm constructed a structural graph using mid-
point traverse method (MPTM). From the structural graphs, the features of the signatures are computed and classified using
SVM. False Acceptance Ratio (FAR), False Rejection Ratio (FRR) of genuine and forged signatures results in the accuracy of
the identification ),

In general, there are two major methods of signature identification. The first one is an online method and the second one
is an oft-line method. The online method identifies and measures sequential data such as handwriting and pen pressure with
a special device. In contrast, the off-line method uses an optical scanner (scanner, mobile camera, etc.,) to obtain handwritten
data on paper®). In general, there are two significant ways to tackle this pivotal step, viz., the statistical and the structural
approach. The graph-based pattern representation is commonly used in structural pattern recognition®. Nowadays, off-line
signatures are used mostly than online signatures. These oft-line signatures are more vulnerable to duplication and are used
to create forged documents. Manual identification of signatures is time-consuming; hence the automation of identification of
signatures is essential. The task of an automated handwritten signature identification system is to verify a person’s identity based
on his signature ®.

There are many identification methods to verify whether a signature in a document is genuine or not. Vohra K et, al®
proposed a novel approach by classifying signatures and accuracy determined using SVM and CNN methods. Features extracted
are histogram of gradient, shape, aspect ratio, bounding area, contour area and convex hull area in data set ICDAR. Xamxidin
N et, al”) proposed fusion of TAS (Threshold adjacency statistics) and HOG (Histogram of oriented gradients) feature for off-
line handwritten signature verification. It’s can effectively describe the threshold feature and gradient feature signature image.
Zhou Y et al ® proposed a score fusion method based on accuracy (SF-A), which combines off-line and online features through
fusion and effectively utilises the complementarity among classifiers. Sharif et al.(*) proposed a genetic algorithm to select the
appropriate features for signature verification. Then, they used the SVM classification by using the selected features. Maergner
etal. (111 described the graph-based signature verification system. This system was a combined model consisting of key points
graphs with approximate graph edit distance and inkball models. Bhunia AK et al. 12 presented the writer dependent (WD)
method for signature verification by combining the hybrid texture features based on one SVM.

For structural analysis of signature, graph theory techniques can be employed as it analyses the signature more accurately as
each point in the signature is considered for verification; this helps to identify the genuineness of a signature more exactly. A
summary of the existing methods and their classification techniques is given in Table 1.

Table 1. Summary of the existing methods and their classification techniques

Methods Features Classifier
Guerbai et al. 201513 Curvelet transform RBF-SVM, MLP
Pham et al. 2015 (!4 Geometry-based features. Likelihood ratio
Serdouk et al. 20161>  Gradient Local Binary Patterns (GLBP) and LRF  k-NN

Pal et al. 201619 Uniform Local Binary Patterns (ULBP) Nearest Neighbor
Loka et al. 2017 17) Long range correlation (LRC) SVM

Zois et al. 2019 1®) Lattice arrangements and Pixel distribution Decision tree
Sharif et al. 2020 (19 Local pixel distribution GA, SVM
Batool et al. 2020 0) GLCM, geometric features SVM

Ajij M et al. 2021V Quasi-straight-line segments SVM

Proposed Method Average edge distance SVM

This paper is organised as follows. Section 2 talks about the pre-processing of the image of the input signature and then
extraction of the points of the image using grid merging algorithm and Mid-Point Traverse Method (MPTM). Section 3
discusses constructing the bipartite graph and complete bipartite graph based on the extracted points followed by classification
by SVM. Section 4 validates the proposed method.

2 Methodology
2.1 Proposed method

This section proposes an off-line signature automatic identification method that can be used to identify the signature’s
authenticity
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Fig 1. Block diagram of the off-line automatic identification method

[Figure 1] describes the work flow of the oft-line automatic identification method. The input image is the signature image.
Pre-processing has been applied to this image to extract the points. The set of points is extracted using MPTM. In the XY plane,
the points are denoted by (x,y). Construct the bipartite graph and complete the bipartite graph between the two sets X and Y.
These feature points are fed into the SVM classifier to classify the genuine and the fake signatures. FAR and FRR are calculated

for each signature.

2.2 Point Extraction of Signature

The extraction of points and the construction of the graphs are illustrated in the following steps:

)//Zﬁf;a( f/m _

Fig 2. Input signature image

2.2.1 Pre-processing

Fig 3. Mid-Point Traverse Method (MPTM) of the signature in Fig 2

The pre-processing involves the following steps:
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o Input - Input a scanned copy of the signature images.

o Image Resize - Resize the image, identity scale factor and use the default interpolation method.

o Binarisation - The grey-scale image of the signature is binarised using intensity-based thresholding.

o Grid Merging - Binarised image merged with a grid by choosing an appropriate scale for the coordinates can be done by
a grid merging algorithm.

Grid Merging Algorithm

Step 1: Find the (X, Y) coordinates bound based on the size of the binarised images.
Step 2: Draw the horizontal lines for the values of X.
Step 3: Draw the vertical lines for the values of Y.
Step 4: Set some constant value to the grid sizes so that the feature points coincide with the grid points.

2.2.2 Mid-Point Traverse Method (MPTM)
Extract the vertex points from the grid merged images. These points are used to draw a bipartite graph and complete a bipartite
graph of the input image. These points are extracted using the MPTM.

MPTM Algorithm

Step 1: (row, column) = size (image)
Step 2: Z=size (grid)
Step 3: Fori=1: Z: (row — Z)
Step 4: For j = 1: Z: (column — Z)
Step 5: Grid = image (i: i+ Z,j:j + Z)
Step 6:1f d; + Z/2e,d; + Z/2e == 0
Signature traversed to the Mid-Point else
Signature not traversed to the Mid-Point
Step 7: Choose a Mid-Point
Step 8: Repeat step 1 to step 7.

Hlustration

The size of the grid depends on the size of the input image. The width of each row and column is constant and chosen according
to system requirements. The points of the signature images that coincide with the grids’ centre point are extracted as points. The
points are extracted by traversing the signature starting from left to right. [Figure 3] shows the extraction of the vertex points
using the Mid-Point Traverse Method of the image given in [Figure 2]. Grid size can be adjusted and any number of vertex
points can be extracted. [Figure 4] shows the vertex points of the input image.
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Fig 4. Vertex points of the signature
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3 Construction of the Graphs

A bipartite graph is constructed based on the extracted vertex points and their interactions among them. Each point is (x,y) in
XY plane. The horizontal line represents the y-axis, and the vertical line represents the x-axis. From these points, form two sets,
Xand Y, such thatx € X andy € Y.If (x,y) is a point in a plane, then we draw an edge between x and y. For convenience,
represent the x-values as vertex set 1 and y-values as vertex set 2. A bipartite graph is constructed for the signature image in
[Figure using the adjacency between the two sets X and Y. 2]. The bipartite graph of the given signature is given in [Figure 5].
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Fig 5. Bipartite graphs for image in Figure 2
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Fig 6. Complete bipartite graph for image in Figure 2

The complete bipartite graph of the input signature is given in [Figure 6 ] Two vertices x and y are said to be adjacent if there
is an edge between them. If every vertex x € X is adjacent to at least one vertex y € Y, then the graph obtained is said to
be a bipartite graph. This adjacency list of vertices of each signature can be saved as data. In this way, a bipartite and complete
bipartite graph is constructed from points of an input image. Every signature can be uniquely represented by a bipartite graph
and a complete bipartite graph.

4 Experimental Results and Discussion

The dataset has 21 different sets of 60 signatures each ??), which sums to 1260 different signatures. Each set of 60 signatures has
30 genuine and 30 forged signatures. Skilled forgeries are considered in this data. In our proposed approach, 26 genuine and
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25 forged signatures are kept as the training set, and the remaining 4 genuine and 5 forged are considered for testing. [Table 2]
shows the dataset partitioning for training and testing.

Table 2. Data set partitioning

Signatures Training Set ~ Testing Set  Total
Genuine Signatures 26 4 30
Forged Signatures 25 5 30
Total 51 9 60

All image data selected for testing were tested in MATLAB R2018b. The program was run on WINDOWS-TVFERPR,
2.30GHz with 8.00 GB Ram.

4.1 Testing Process and Feature Extraction

For 26 authentic and 25 forged training signatures, a threshold T was calculated. A threshold high (TH) is the highest value of
the feature point in the collection of signatures, and a threshold low (TL) is the lowest value of the feature point in the set of
signatures (TL). For each signature, the midpoint is computed, which is the threshold (T) value for detecting false acceptance
and rejection.

_ TH+TL
2

For the bipartite graph and complete bipartite graph constructed from the extracted vertex points of the input signature, the
pairwise distance (P_distance ([X, Y])) is calculated for all the (x,y) pairs. Using this P_distance, we have calculated the feature
points of each signature by the following three methods and the accuracy, FAR, and FRR were compared among these methods.
For each method, 60 feature values are computed.

4.1.1 Edges in Bipartite graph method (EBGM)
This method is based on the number of edges, E, , - of the given bipartite graph. The score value W; of each set is computed as
follows.

Ecy=Y deg(x) =Y deg(y)

xeX yey

Let D = P_distance((X,Y])
Then W; =D +E,,

4.1.2 Average edge D-distance in Complete bipartite graph method (AEDDCBGM

Theorem 1(?¥: The average edge D-distance of a complete bipartite graph is
D(g _ mn(n—1)(m—1)(m+n+1)
M3 ( m,n) - (m+n)(m+n—1)
The score value W, of each signature based on the average edge, D-distance is computed as follows.
Let D| = P_distance([X,Y])
Then W, = Dy —I—‘U»J,D (Km,n) .

4.1.3 Average edge distance in Complete bipartite graph method (AEDCBGM)

’ —1)(n—1
Theorem 2.%%: ' (K, ,) = %
The score value W3 of each signature based on the average edge, distance is computed as follows.
Let D, = P_distance([X,Y])

Then W3 = D, + ,LL, (Knn)

4.2 SVM classifier

Vapnik et al.?>2) introduced SVM to classify signatures. SVM draws a hyperplane between two classes. The vectors adjacent
to the hyperplane are called support vectors. The signature features obtained by different distance methods are used to train
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the SVM model. Since the feature set has large features, linear kernel offers the best hyperplane compared to polynomial, radial
basis kernel, and sigmoid on our feature set. The linear kernel function is given by,

G(X;,Xk) = X', Xk

The proposed model uses 10-fold cross-validation to set the parameter cost. This cross-validation reduces the misclassification
error of training and testing sets. The model is trained with the ICDAR dataset®”). Each set contains 26 signatures from
the genuine class and 25 signatures from the forged class. For each person, a set of 60 random signatures was taken into
consideration and divided into 51 signature images used for training, and 9 were tested. The training and testing classes have
been made with all possible mixtures, which gives a complete set of 60 results (considering all different training samples). The
cost values had been updated in a loop with a small variation (0.0001), starting at 0.0001, and checked up to at least one. The
corresponding cost has been selected for the genuine or forged signature to obtain maximum accuracy.

4.3 Performance Evaluation

As an initial setup, each individual had a training size of <26+25>, i.e., 26 genuine signatures and 25 forged signatures were
used for training, as mentioned in 4.2. In addition, to record the error rates (FAR, FRR), its finished the experiments for 21
distinctive sets of signature images with the training size <26+25>. The results obtained for six sets of signatures verified using
the features such as edges in the bipartite graph method, Average edge D-distance in the complete bipartite graph method and
Average edge distance in the complete bipartite graph method from the ICDAR dataset are shown in Table ®>).

Table 3. Edges in Bipartite graph method

Training Size 26+25 (Edges in Bipartite

graph method)

Set FAR (%) FRR (%) Accuracy (%)
1 7.69 10 91.15

2 7.69 3.33 94.48

3 7.69 0 96.15

4 19.23 0 90.38

5 3.84 0 98.07

6 3.84 3.33 96.41

Mean 8.33 2.11 94.44

Table 4. Average edge D-distance in complete bipartite graph method

Training Size 26+25 (Average edge D-
distance in Complete bipartite graph

method)

Set FAR (%) FRR (%) Accuracy (%)
1 3.84 0 98.07

2 0 3.33 98.33

3 0 3.33 98.33

4 7.69 0 96.15

5 7.69 3.33 94.48

6 0 13.33 93.33

Mean 3.20 3.88 96.44

For each set, error rates are recorded, and the resultant FAR, FRR are described. Further, the training size <26+25>, as
revealed in Sect. 4.2, we have tested the performance of our algorithm on different distance methods also. The performance of
the proposed method is compared with the existing methods are shown in [Table 3 ], [Table 4 ] and [Table 5]. FAR and FRR are
important two evaluation parameters for any signature identification system.

[Table 6 | summarises the average performance of existing methods and proposed methods based on FAR and FRR. It is
evident that from this Table that the average performance of our proposed method is better than all the existing methods. The
average performance based on accuracy, FAR and FRR are discussed in [Table 7].
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Table 5. Average edge distance in complete bipartite graph method

Training Size 26+25 (Average edge dis-
tance in Complete bipartite graph method)

Set FAR (%) FRR (%) Accuracy (%)

1 3.84 0 98.07
2 7.69 0 96.15
3 3.84 0 93.07
4 0 3.33 98.33
5 3.84 0 98.07
6 0 3.33 98.33
Mean 3.20 1.11 97.00

Table 6. Evaluation of Performances of Different Methods

Dataset Technique & Features FAR FRR Performance
(%) (%)
Sharvari, K.S et VGG16 ResNet50 MobileNetV2 DenseNet121 Xception - - 67.9 62.32 59.52
al,, ?8) [2021] 60.73 60.29
KAO HH et al., 29 Deep learning - - 94.37
ICDAR [2020]
Navid SM et al., (30) VGG19 - - 94
[2019]
SVM (Mean) & Edges in Bipartite graph method 8.33 2.11 94.44
Proposed Methods SVM (Mean) & Average edge D-distance in complete 3.20 3.88 96.44
bipartite graph method
SVM (Mean) & Average edge distance in Complete 3.20 1.11 97.00
bipartite graph method

Table 7. Predicted accuracy for the proposed method using SVM

AEDDCBGM and AEDCBGM
Signatures True Label Predicted Label | Accuracy
0 0 99.46
1 1 99.60
1 1 99.47
1 1 98.99
0 0 99.78
0 0 98.14
1 1 99.81
0 0 95.75
0 0 98.37
1 1 99.90
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[Table 7] summarises the true label of genuine and forged signatures. This proposed method extracts the features using edge
distance methods for bipartite and a complete bipartite graph in all signatures. The set of all signature parameters divides the
genuine and forged sets labelled as 0 and 1. The SVM model helps predict genuine and forged signatures with an accuracy level
of more than 95%.

5 Conclusion

The graph-based method is developed for the identification of the genuineness of the off-line signature. In this paper, a set of
proper and improper signatures were collected from a signatory. The signatures’ points were extracted and the bipartite graph
and complete bipartite graphs were constructed. The features were calculated from these graphs using edges, average edge
distance and average edge D-distance methods. From these features of the proper and improper training signatures, a threshold
value T is computed. Using this T value with the features of the testing signature, accuracy, FAR and FRR of the given method
is computed. This paper found that the average edge distance gives better accuracy than the other two methods and accurately
predicted all labelled features for signatures using the SVM classification method. The predicting level is more than 95%. These
methods are compared with the different techniques and the results are satisfactory. This work can be extended to other graph
structures using some new techniques to improve the accuracy of identification of genuineness of the signature.
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