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Abstract
Background/Objectives: At the time of acquisition and transmission noise
is embedded with the images. It introduces new but unwanted information
(noise) in images. The elimination of noise to analyze such data is an essential
step in preprocessing. The purpose of this study is to propose a novel image
denoising approach to recover original images at high noise densities without
introducing unwanted artifacts. Methods: A new hybrid method based on
approximation subband thresholding with pre-Gaussian filtering is presented
in this study. Google Colab as a platform and python as a programming
language is used for the implementation of the proposed technique. To
evaluate the performance Peak Signal to Noise Ratio (PSNR) is chosen. The
standard jpeg images (Cameraman, Lena, Astronaut, Cat) have been taken as
an input and randomnoisewith different noise ratios (σ =0.05,0.20,0.30,0.50) is
applied to get the noisy images for the experiment. In random noise scenarios,
the proposed method experimented on different grayscale standard images,
and performance is compared with different existing methods. Findings: The
standard images with different noise ratios are denoised by the proposed
method, and the quality of images is calculated in terms of PSNR. The
results obtained from the proposed method on different standard images
improve PSNR (PSNR= 25.80dB, σ =0.50) at high noise levels significantly.
Novelty:Gaussian filter improve the quality of images. However, whenwavelet
decomposition is blended with filtered image and thresholding is applied on
approximation band improved the quality of images. Hence, the proposed
method has a wide area of application to improve image quality in the field
of character recognition, agriculture, medical science, and remote sensing.
Keywords: Gaussian Filter; Discrete Wavelet Thresholding; Image denoising;
Image Processing
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1 Introduction
Image analysis for object detection and classification is one of the important areas having a wide range of applications in
medical, military, agriculture, and industry. At the time of acquisition and transmission noise is embedded with the images.
It introduces new but unwanted information(noise) in images. Therefore, the elimination of noise to analyze such data is an
essential step in preprocessing (1). Image denoising has always been an interesting area for researchers and yet there is lots of
scope for improvement. Researchers proposed different types of image denoisingmethods such as Bilateral filtering (2), Gaussian
filtering(GF), Discrete Wavelet Transformation (DWT), and the Total variation(TV) (3) method in recent years.

Denoising techniques are generally divided into linear filters and non-linear filters. Linear filters such as Gaussian or match
filters are used by the researcher for noise suppression (4,5). But these filters have some limitations, such as it destroying lines,
blurring the sharp edges, and becoming the reason for over-smoothing. To overcome the limitations of these filters (6) presented
an improved Gaussian filter to enhance the quality and reduce noise in images. In this L2 norm of two corresponding pixels is
calculated for similaritymeasurement.Thismethod improved the denoising performance in the case of flat areas but fewer edges
are prone due to over-smoothening. In this regard, non-linear filtering such as thresholding techniques becomes a favorable
method. It transforms the noise-contaminated images into the transform domain and applies thresholding on the wavelet
coefficient. Finally, the inverse of the wavelet transform is performed for image reconstruction. To improve the limitations
of linear filters, an improved SVD filter in the transformation domain is proposed (7). The proposed method gives effective
results but the computational complexity is relatively large than other methods. However, to obtain the advantages of linear or
non-linear filters to contain useful information Shreyamsha kumar (1) introduced a hybrid method named GBFMT based on
noise thresholding and Gaussian filtering. The proposed method used the Bayes thresholding for noise estimation and shows
better results at a lower noise ratio. But, at a higher noise ratio, it produces unwanted artifacts. Priya (8) proposed a hybrid
technique based on a Weiner filter and NeighSure shrink noise thresholding to improve the quality of images. This method
produces better results than GBFMT but suffered from the same problem.

To consider the shortcoming mentioned above, the authors proposed a hybrid method for image reconstruction in which
Gaussian filtering and Wavelet thresholding on approximation sub-band is used that exploits the potential advantages of both
linear and non-linear denoising algorithms at the same time. It gives better results than the existing methods in case of a high
noise ratio.

In sections 2 & 3 introduction and mathematical intuition behind the Gaussian and Discrete wavelet thresholding are
discussed. Section 4 includes a methodology that outlined the proposed work. Section 5 deals with the results and discussion.
Section 6 includes the conclusion of this study.

2 Gaussian Filter
In image denoising, the elimination of noisy signals without loss of important features like spatial details and edges is the main
target. In this, linear filters get the combination of neighborhood values with help of a constant matrix. Gaussian filter mainly
gives smoothening effects of an image. In many cases, it acts like a mean filter. However, the smoothening ratio depends upon
the standard deviation of the Gaussian function (9). Further, in the case of narrow signal frequency, the spatial filter attenuates
the frequency bands that help in increasing smoothing. Gaussian filters are linear filters and are easy to implement. In this, pixel
values are emaciated by distance from the origin. Gaussian filter for the 2D is given in equation (1):

Gσ (i, j) =
1

2πσ 2 e
−
(i2 + j2)

2σ2 (1)

Here i and j represent the horizontal and vertical axis with distance from the center. σ (Sigma) represents the distribution of
standard deviation.

Gaussian filter with this method produces concentric circular curves with regular distribution and smoothes the pixels by
averaging the neighborhood.

3 Discrete Wavelet Transformation method
In a wavelet, a wave is a short fluctuation. It shows a non-redundant representation of the image that provides superior spectral
and spatial localization of signal formation as compared to the othermethods such as Laplacian andGaussian (10). It decomposes
the signal into different independent spatial oriented channels. The data in the decomposition is related to the LL (low-low)
sub-band also called the approximation area. The other sub-bands such as HL (high low) indicate the horizontal features, LH
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indicates vertical features and HH indicates diagonal features of images (11). The wavelet analyzes the bands and gets accurate
information from the high and low frequencies. Wavelet decomposition follows the hierarchy rule where frequency tire is used
for the sub-component shown in Figure 1.

Fig 1. Two levels of signal decomposition

The label LH1, HH1, and HL1 show the first level hierarchy, whereas LL2, HL2, LH2, and HH2 shows the hierarchy at level
2. It follows two levels of decomposition to extract the minimal information from the images. It provides the facility of energy
compactness where large coefficients of energy quantizing into a small portion of wavelet coefficients.

Definition of discrete wavelet transformation (DWT): It discretizes the scaling factor and translation variable. Equation (2)
shows the mathematical expression of DWT.

WT t (i, j)≤ f (t) , ψi, j(t)≥
∫
R

f (t)ψ̂i, j(t)dt (2)

Here f(t) is a square-integral function, ψ (t) is a wavelet basis function, and i is related to the scaling factor (a ε 2i), j is the
translation variable.

Minimizing noisy factors with the help of wavelet transformation is related to the function approximation. It is amethod that
helps to map the image into wavelet space for signal restoration. After the decomposition of the image, the energy is generally
associated with the high frequency and the low frequency.Thewavelet coefficients have a smaller value than the threshold value
is considered to be 0. The larger value of the coefficient can be retained or changed according to the thresholding functions
discussed in equations (3) and (4). Finally, the components of the signal can be reconstructed back into the input signal.

3.1 Thresholding
To minimize the level of noise in the original signal, an appropriate value of the threshold is required to be selected. The idea
behind it is that in the wavelet representation, magnitude of the signal increasingly dominates the noise magnitudes and sets the
value of the coefficients ‘0’ if the magnitude is less than the threshold value. In this regard, soft and hard thresholding are two
common thresholding schemes. Soft thresholding is set to be zero if the coefficient is smaller than T followed by subtracting T
from the coefficient value larger than T shown in equation (3).

(So f t)w′
i, j = {

sgn(wi, j) ( (wi, j|−T ), |wi, j |≥T

0, (wi, j|<T
(3)

In hard thresholding, if the coefficient of the noisy signal is less than the predetermined threshold then it set it zero otherwise
coefficient is unchanged shown in equation (4).

(Hard)w′
i, j = { wi, j , |wi, j |≥T

0, (wi, j|<T (4)

But to select the best-suited value of the threshold is a challenging task. Because, if the value of the threshold is much smaller
it passes noisy components or if the value of the threshold is much higher it leads to loss of actual components in the
signal. To select a suitable threshold value, there are some thresholding selection techniques used by the denoising models.
These techniques have their own merits and demerits. In this regard, Donoho & Johnstone (11) initially proposed a method
to select a universal threshold called VisuShrink. The selection of the threshold value depends on the signal size and noise
power. It follows the idea of global thresholding where the scheme uses a universal value of threshold applied on each wavelet
coefficient T = σ

√
2logm, where, σ is noise variance, andm is the total number of pixels. It uses a distinct value of thresholds at

each level of the wavelet decomposition. It helps to select a threshold value that is efficient for data as well as minimizes risk (12).
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4 Methodology
In this paper, the authors develop a hybrid image denoising technique based on 2 steps of the filtering mechanism. Here
random noise with different noise ratios is added to the 4 standard images(Cameraman, Lena, Astronaut, cat) for performance
evaluation.The images are collected from the internet.The first step of preprocessing, determines the Gaussian filter to denoise
the noisy images. It gives smoothening effects. In the next step, DWT is used to obtain the decomposed image. In this,
the approximation band coefficients that contained full information about the images are subjected to the second level of
decomposition and used thresholding for further refinement. It helps to preserve edges in the image without introducing new
artifacts.

The block diagram of the framework is shown in Figure 2 and the mathematical representation of the proposed framework
is given by

I = A+N (5)

Fig 2. Proposed framework for image denoising (GFAT)

Where A is the real image, and N is the noisy factor that forms image I. IF is the output generated by the Gaussian filter
for input I. It is a convenient method that optimally deals with the flat part of images but textures and edges are blurred. It
minimizes the noisy effect but it has also removed details of the image by pixel averaging. So, to estimate the details of the
image, wavelet decomposition is performed. Hence, equation (6) is represented as

IF = MN+DF (6)

Now the IF is decomposed into two parts DF and MN. Here DF holds HH, HL, LH bands and MN holds approximation band
(LL). Now the problem is to denoise the approximation part of images with a minimal level of features. The decomposition of
the approximation part in the wavelet domain can be represented by equation(7).

Y = MN+W (7)

Where W is the wavelet coefficient (approximation part), and MN is the noisy approximation(LL). Y is the subbands of the
approximation part. Y used the VisuShrink thresholding scheme with hard thresholding to minimize loss so that it can retain
a better approximation (LL) image; WT represented the approximation coefficient after thresholding.

After the thresholding, reconstruction of approximated images is performed. Now the concatenation of D’ and DF is
performed to get a final detailed image B, Hence, equation (8) is represented as

B = D′+DF (8)

Where B follows the Inverse of DWT with D’ and DF , Here DF holds HL, HH, and LH subbands filtered by the Gaussian filter,
and D’ holds LL (approximation) band that follows wavelet denoising as well as pre-Gaussian filtering.

5 Results and Discussion
This experiment is carried out on different grayscale images (Lena, Cameramen, Cat, and Astronaut) of sizes 512 x 512 and
256 x 256 shown in Figure 3 using python. To evaluate the denoising algorithm some artificial methods are used by the authors
that introduced heavy noise in images. The authors used skimage python library and randomnoise function for noise addition
in original images. After that, the noisy image is denoised through the Gaussian filter and follows the level 1 decomposition.
In the wavelet domain, the LL image is treated with thresholding to achieve good denoising results. The proposed algorithm is
compared with Gaussian denoising, DWT with soft thresholding, and GBFMT (1) for different noise densities (σ =0.05, 0.20,
0.30, 0.50). A comparison in terms of PSNR (13) of the proposed algorithm with different existing methods is shown in Table 1.
The proposed algorithm shows significantly better results as compared to the existing algorithms.
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Fig 3.Original Image: (a) Cameraman, (b) Lena, (c) Astronaut, (d) cat

5.1 Accuracy measurement

To perform the quantitative analysis of proposed and included algorithms PSNR is used by the authors as an evaluation metric
defined in equation (8).

PSNR = 10log10

(
M2

mean{(I (i, j)− B(i, j))2}

)
(8)

Where, I(i,j) indicates the image with noise, and B(i,j) indicates the denoised image, M is the maximum value of the pixel in the
image. With a large value of PSNR (towards 1) considered the performance of a method is good and on the other hand value
near 0 for MSE considered a method is good. For filtering, the wavelet method used ‘haar’ waves for decomposition. The value
of PSNR is directly dependent on the noise variances.

PSNR of the recovered image using the proposed algorithm comparedwithGaussian filter, DWTwith softThresholding, and
GBFMT. The performance of algorithms shows that the method approximation thresholding incorporated with pre-Gaussian
filtering has better performance as compared to DWT (soft thresholding), GBFMT, and Gaussian filter.

Table 1. PSNR of Different Image Denoising Methods

Image
Label

Noise
Level

Noisy Image
(dB)

Denoising Image

GF DWT (soft
thresholding)

GBFMT Our method (GFAT)

512 x
512

256 x
256

512 x
512

256 x
256

512 x
512

256 x 256 512 x
512

256 x
256

512 x 512 256 x 256

Cameraman

0.05 14.47 14.47 22.41 20.41 21.47 20.17 22.56 20.91 22.38 20.31
0.20 9.87 9.87 17.99 17.19 16.75 15.92 17.54 16.31 18.02 17.15
0.30 8.82 8.81 16.55 15.99 15.41 14.81 16.08 15.16 16.61 15.96
0.50 7.74 7.77 15.09 1459 14.07 13.61 14.66 1394 15.14 14.60

Lena

0.05 13.76 13.76 25.69 23.98 22.91 21.94 24.81 22.84 25.80 23.98
0.20 9.59 9.55 20.95 20.18 19.23 18.24 20.15 18.75 21.17 20.28
0.30 8.71 8.70 19.49 18.95 18.20 17.37 18.78 17.62 19.73 19.06
0.50 7.86 7.84 17.95 17.47 17.07 16.39 17.30 16.38 18.16 17.61

Astronaut

0.05 14.20 14.20 22.32 20.67 19.95 19.06 22.00 20.42 22.10 20.34
0.20 9.76 09.72 18.09 17.45 15.94 15.31 17.53 16.65 18.02 17.29
0.30 8.73 08.73 16.77 16.24 14.81 14.26 16.25 15.50 16.73 16.12
0.50 7.76 07.75 15.30 14.98 13.64 13.31 14.85 14.27 15.28 14.89

Continued on next page
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Table 1 continued

Cat

0.05 13.40 13.42 25.56 24.02 23.67 21.99 25.97 23.92 25.51 23.75
0.20 9.38 9.38 22.24 21.42 20.85 19.73 21.66 20.35 22.55 21.50
0.30 8.65 8.65 21.28 20.79 20.22 19.18 20.66 19.42 21.62 20.95
0.50 7.92 7.92 20.14 19.55 19.50 18.45 19.42 18.06 20.51 19.75

According to the observed results, the images denoised by proposed method gives the highest PSNR for image Cameraman
(noise ratio= 0.20, 0.30, 0.50), Lena (noise ratio= 0.05,0.20,0.30, 0.50) and Cat(noise ratio= 0.20,0.30, 0.50). Similarly, Gaussian
filtering gives the highest PSNR value for Astronaut (noise ratio= 0.05, 0.20, 0.30, 0.50), and Cat (noise ratio=0.05) image.
Whereas, GBFMT has the highest PSNR value for the Cameraman at a noise ratio of 0.05.

Image with different noise variances and their zoomed portion is illustrated in Figures 4, 5, 6 and 7. In this, f), g), h), i), and
j) are the zoomed portion of images a), b), c), d), and e) respectively. The results of image reconstruction in term of PSNR(dB)
is listed in Table 1.

Fig 4.The Visual comparison on the 512x512 camera man image with a noise ratio of 0.05. a) Noisy image (14.47dB), b) Gaussian filtering
(22.41dB), c) DWT with softThresholding (21.47dB), d) GBFMT (22.56dB) e) Our method (22.38dB);

Fig 5.TheVisual comparison of the 512x512 Lena image with a noise ratio of 0.05. a) Noisy image (13.76dB), b) Gaussian filtering (25.69dB),
c) DWT with softThresholding (22.91dB), d) GF with noise thresholding (24.81), e) Our method (25.80dB);

Fig 6. The Visual comparison of the 512x512 Astronaut image with a noise ratio of 0.05. a) Noisy image (14.20dB), b) Gaussian filtering
(22.32dB), c) DWT with softThresholding (19.95dB), d) GF with noise thresholding (22.00dB), Our method (22.10dB);
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Fig 7. The Visual comparison of the Cat image with a noise ratio of 0.10. a) Noisy image (09.38), b) Gaussian filtering (22.24dB), c) DWT
with softThresholding (20.85dB), d) GF with noise thresholding (21.66), e) Our method (22.55 dB);

As shown in Figures 4, 5, 6 and 7, proposed method gave satisfactory results as compared to other algorithms. The image
provided by the Gaussian filter is highly blurred, especially from the edges. The result given by the DWT BayesShrink with
soft thresholding generated new artifacts and affected textural region in case of the high occurrence of noise. The method
proposed by the authors preserve the texture region and edges.The denoisingmethodDWTwith soft thresholding andGBFMT
introduced some new artifacts. These artifacts are the extra information introduced by the denoiser during the reconstruction
which can be illustrated by the zoomed portion of images (Figures 4, 5, 6 and 7). In comparison Table 1, for cat image with
noise (σ =0.10) shows GF, DWT with soft thresholding, GBFMT methods achieve lesser PSNR values (22.24dB, 20.85dB,
21.66dB) as compared to the PSNR (22.55dB) of proposed work. For Lena image with noise (σ =0.05) showsGF, DWTwith soft
thresholding, GBFMT methods achieve lesser PSNR values (25.69dB, 22.91dB, 24.81dB) as compared to the PSNR (25.80dB)
of proposed work. Table 1 shows that when the occurrence of noise is high (σ =0.50) the GF, DWT with soft thresholding,
and GBFMT methods achieve less PSNR as compared to the proposed work. The proposed method helps to overcome this
drawback. In this regard, the visual comparison also indicates that image details, texture, and other regions without introducing
new artifacts in the image are well maintained by the proposed algorithm of this study.

After the experiment, the above results show that the proposed method reduces unwanted artifacts as well as improves the
quality of the image. Table 1 shows that the average PSNR of the proposed method is better than the other denoising filters and
gives a better visual perception. In addition, the proposed algorithm also reveals that it is more suitable in case of high noise
variance.

6 Conclusion
This study proposed an effective and novel image denoisingmethod to reconstruct the high noisy images. It is the hybridization
of the Gaussian filter and DWTmethod to minimize the noise on digital images. Furthermore, the proposed method has good
details as well as the edge-preserving capability and reflects a good similarity ratio between the denoised and the original image.
The result shows that the proposed algorithm gave superior quantitative results as compared with the existing methods in case
of high noise. But the PSNR value reduces at the low noise level (σ < 0.05). For the future scope, the proposed method will be
used with genetic algorithms for parameter optimization.
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