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Abstract
Objectives: To develop a speech-to-text (STT) system using Kaldi speech
recognition toolkit for continuous Kannada language/dialects. Methods: A
continuous Kannada speech data is collected from 100 speakers/farmers
of Karnataka state in field. The lexicon/dictionary and set of phonemes for
Kannada language/dialects are created and transcribed the collected speech
data using transcriber tool. The ASR models are developed at different
phoneme levels using Kaldi. Findings: In this work, an effort is made to develop
a robust small vocabulary STT system for continuous Kannada language using
Kaldi. The various acoustic modelling techniques are used to develop a robust
ASR model and achieved a word error rate (WER) of 0.23%. The performance
of the developed ASR model is compared with existing works and analyzed by
offline speech recognition. Novelty: Many STT systems have been developed
for Indian and International languages/dialects, but not for Kannada language.
This work is first of its kind using Kaldi in Kannada language under the
constraints of limited data. The developed ASR model could be used further in
the development of end-to-end ASR system for speech processing applications.
Keywords: Automatic Speech Recognition (ASR); Word Error Rate (WER);
Continuous Kannada Speech Data; Kannada Language/Dialects; Lexicon

1 Introduction
The recognition of speech data by machines automatically under an uncontrolled
environment is a challenging task and this is called automatic speech recognition (ASR).
Two types of ASR systems can be categorized: speaker-based ASR and speech-based
ASR systems (1). To build an ASR system, it is necessary to create ASR models using
speech recognition toolkits. The different toolkits for speech recognition are available
to build robust ASRmodels.They are the hiddenMarkov model (HMM) toolkit, Julius,
CMUSphinx, Kaldi, etc. A large lexicon/vocabulary continuous speech recognition
model was developed in (2) using the HTK toolkit. The TIMIT speech dataset with 855
words was used for the conduction of experiments. Using transcription
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and dictionary, the obtained word error rates (WER) are 9%, 13% and 37% for the test set of size 25, 105 and 855 respectively. To
overcome the drawbacks of HMM in the development of continuous speech recognition models, the authors in (3) have worked
on template matching using the dynamic time wrapping (DTW) technique.The experiments were conducted using HMM and
a combination of HMM and DTW techniques.The results revealed that the combined HMM+DTWmethod has given a better
performance than the traditional HMM technique. Using the language resources and proposed technique, the achievedWER is
3.54% and 2.41% forHMMandHMM+DTWrespectively.The importance of reservoir computing (RC) for acoustic continuous
speech featuresmodelling was explained in (4).TheWSJ0 speech corpora were exploited for the experiments.The speech dataset
comprised of 7240 utterances collected by 84 speakers.TheRC+HMM-based continuousASRmodelling technique outperforms
other acoustic modeling techniques with a WER of 6.2% for the bigrams language model and 3.9% for the trigram model.

The control over the ASR model complexity is still a challenging task in many speech processing applications and this
was described in (5). To overcome the problem of ASR model complexity, the authors have implemented a technique for the
generalized-variable-parameter HMMs (GVP-HMM). The claimed method has increased the efficacy over the conventional
GVP-HMM. The experiments were conducted on the Aurora-2 speech database which comprised of 420 speech sentences.
The experimental results have improved the efficiency of the entire system by minimizing the WER of 28%. The application of
micro modulation features in the robust continuous ASR system was depicted in (6). The Aurora- 4 speech corpus dataset was
completely exploited for the conduction of the experiment.The experimental results showed that there is a better improvement
in the efficiency of 8% using proposed micro modulation features compared to a single stream system.The performance of the
ASR system was significantly reduced due to the addition of different types of noises in speech data. To overcome this problem,
amethod was proposed in (7) by considering the advantages of autoregressive (AR)modelling.TheWSJ and Aurora-4 databases
were considered for the experiments.The training set comprised 7138 sentences by 84 speakers and 330 sentences by 8 speakers
considered for the testing.The ASRmodel was created using Kaldi.The ASRmodel was developed for both degraded and clean
speech corpora. The obtained WER using the proposed technique for clean and degraded speech data were 3.1% and 12.8%
respectively.

The recognition of sentences and phrases spoken by talking face without or with audio was demonstrated in (8). The authors
have focused on solving the problem of limited number of phrases or words recognition.They compared two important models
for reading the lip by considering the CTC and sequence to sequence losses. These models were built above on self-attention
architecture. The authors claimed that the proposed models have surpassed the performance of all most all previous works
on lip reading. In (9) an overview on ASR systems using machine learning was neatly described. The problems involved in the
development of real time robust ASR systems and their improved performance by modern machine learning technology was
explained in detail. The recent advancements with respect to deep learning and sparse representations for speech recognition
are also analyzed. The methods for speech to speech and speech to text summarization using speech unit concatenation and
speech unit extractionwas demonstrated in (10). Two stage automatic summarization procedurewas adopted for speech sentence
extraction and sentence compaction. The proposed methods were evaluated using both objective and subjective measures and
the investigated results revealed that the proposed methods are very effective than the state-of-the-art techniques.

In the history of Kannada language, for the first time, an end-to-end (E2E) ASR system was developed for accessing the real
time commodity prices information andweather forecasting inKannada language/dialects (11)anddemonstrated the continuous
advancements (12–14) in the performance of E2E ASR system in terms of speech recognition accuracy by proposing noise
reduction algorithm (12). Development of spoken-query-system (SQS) to recognize the Kannada continuous speech sentences
was demonstrated in (15). The authors have created a large vocabulary Kannada continuous speech data from 2400 speakers and
developed ASRmodels using Kaldi at various phoneme levels.The authors have achieved an accuracy of 95.9% for noisy speech
data and they have used this model in SQS.The authors further enhanced the recognition accuracy of continuous Kannada SQS
by integrating the noise reduction algorithm before speech feature extraction (16). An ensemble of proposed noise elimination
algorithm (17) and time delay neural network (TDNN) acoustic modelling technique has given a better improvement and
achieved an accuracy of 97.60% compared to earlier continuous Kannada SQS (15). An overview for developing E2EASR system
was given in (18). The authors were described the comprehensive study on the techniques, algorithms, projects, tools, recent
contributions and future directions and scope in ASR systems using limited vocabulary. In (19), the authors have investigated
the optimal timing window duration for cepstral features extraction in ASR context. An ASR system for Kannada language
was considered for the aimed task and developed the same using HTK. The obtained experimental results were analyzed for
different time window lengths with existing literature results. The development ASR system for large vocabulary continuous
Kannada speech data was demonstrated in (20). The collected speech data was transcribed and validated for system training and
testing using Kaldi. The authors have achieved a WER of 4.64% using DNN-HMM. All our previous works (11–17) described
the development of large vocabulary isolated and continuous E2E ASR systems for Kannada language/dialects. In this work, an
attempt is made to develop a continuous speech-to-text system for small vocabulary for Kannada language/dialects.
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The salient contributions made in the current work lies in:

• Creation of small vocabulary continuous speech Kannada speech data.
• Created the phoneme set and dictionary/lexicon for Kannada language/dialects.
• The collected speech data is transcribed, validated, and extracted the speech features.
• Development of small vocabulary continuous speech-to-text (SVCSTT) system for Kannada language/dialects.

The rest of the paper is summarized as follows: Section 2 gives the completemethodology for developing the of small vocabulary
SVCSTT system. The results and discussion are given in Section 3. The conclusions are depicted in Section 4.

2 Methodology
To create a robust ASRmodel, a Kannada continuous speech data is collected from 100 (Size of the database is 2000 continuous
Kannada speech sentences) farmers/speakers under field conditions. The IVRS call flow structure is designed to collect the
speech data and it is shown in Figure 1. Some of the continuous speech sentences used for data gathering is shown Figure 2.
Initially, the farmers/speakers need to dial the toll-free number to get connected with the speech data collection server. Once
it is connected, the server will play out the pre-recorded prompt that “Welcome to continuous Kannada speech data collection
center, please tell the names of continuous Kannada speech sentences after the beep sound”. In a particular session, server will
prompt 20 speech sentences and the farmer/speaker needs to repeat the same as server prompts. Once all the sentences have
been completed, the server will ask the farmer/speaker to repeat the procedure for one more time if he/she is not satisfied with
the speech data collection. If he/she says yes, then it will start with the initial step, otherwise the call will be terminated.

The dictionary/lexicon and phoneme set play a vital role in the recognition of speech under field conditions. Using the
phoneme set, a dictionary/lexicon is created at word and phoneme level. The schematic representation of mapping of Kannada
phonemes using the created phoneme set and dictionary/lexicon for the few Kannada continuous speech sentences are shown
in Figure 3 and Figure 4 respectively.The transcription of collected speech data is done at word level using the created phoneme
set. Some of the transcription of Kannada continuous speech sentences is shown in Figure 5.

Fig 1. Speech data collection call flow structure
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Fig 2. Some of the continuous Kannada speech sentences used for data gathering

Fig 3. Phoneme set for Kannada language/dialects

Fig 4.Dictionary for some of the continuous speech sentences

Fig 5. Transcription of few Kannada continuous speech sentences using transcriber tool
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3 Results and Discussion
Kaldi is one of the most widely used speech recognition toolkits to develop robust ASR models for various types of
languages/dialects. The transcribed speech data is validated to make sure that there are no errors in the transcribed data. The
validated continuous Kannada speech data is subjected to extract the speech features using Mel frequency cepstral coefficients
(MFCC) technique. The 600 senons, 4, 8 and 16 mixtures of Gaussians and different acoustic modelling techniques are used
(monophone, triphone1 and triphone2, SGMM, DNN+SGMM and DNN+HMM) in this work. The performance of the ASR
model is evaluated usingWER. Using continuous Kannada speech data transcription, phoneme set, lexicon, silence phones and
Kaldi recipe, the achieved WER are shown in Table 1. From the Table, it can be observed that the hybrid modeling technique,
DNN+HMM is outperformed the other acoustic modelling techniques in terms of WER and has given a better accuracy of
speech recognition compared to the existing works (15,16,20).This is since the vocabulary used for the system training and testing
is less and the outcome of the triphone 3 is given as input to the DNN. Once the DNN training is done, the decoding phase will
start by extracting the speech features using MFCC. The test features of speech are compared with the trained models. If the
features are matched with training and decoding, then the recognition of speech takes place. This procedure is continuously
considered till the completion test dataset. Once the testing phase is done, the DNN generates the decoding results in a log file.
The decoding results show the recognition of continuous Kannada speech sentences which is represented inFigure 6.

Table 1. Performance comparison of ASR models for continuous Kannada speech data developed by proposed methodology with the
existing work in terms ofWERs.

Acoustic modelling
techniques

WER achieved
in (15)

WER achieved
in (16)

WER achieved
in (20)

AchievedWER in % for small vocabulary:
Proposed work

Training and testing at
monophone level

7.66 7.06 8.23 1.27

Training and testing at
triphone1

5.09 5.05 6.24 0.16

Training and testing at
triphone2

5.80 5.66 5.59 0.23

Training and testing at
triphone3

5.03 4.99 5.12 0.22

SGMM 4.65 4.45 4.86 0.20
DNN+SGMM 4.21 2.96 4.59 0.19
DNN+HMM 4.10 2.91 4.56 0.15

Fig 6.Offline recognition of continuous Kannada speech sentences
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4 Conclusion
A demonstration of continuous speech-to-text system for Kannada language/dialects is presented in this work.The speech data
was gathered from 100 speakers for creating a SVCASR models. The transcription and validation procedures were adopted
for extracting the speech features using MFCC. The system training and decoding using Kaldi was done by considering the
three acoustic modelling techniques such as monophone, triphone1 and triphone2, triphone3, SGMM, DNN+SGMM and
DNN+HMM. With the recipe of Kaldi and the resources of Kannada language, a least WER of 0.15% was achieved using
DNN+HMM.The experimental evaluations revealed that the combination ofDNN+HMMhas outperformed the other acoustic
modelling techniques in terms of WER and the results obtained using the proposed methodology has been compared with
existing works. Further, the performance of SVCSTT system is evaluated by offline recognition of continuous Kannada speech
sentences. In future, further effortwill bemade to recognize the speech sentences under real time conditions using the developed
SVCASR models.
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