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            Abstract

            
               
Objectives: Designing optical character recognition systems for Kannada character is challenging due to higher self-similarity in characters
                  and higher number of character classes. This work addresses the two major problems of reduced accuracy and higher false positives
                  due to higher self-similarity in characters. Methods: This work proposes a two stage multi modal deep learning technique to handle the complexity in Kannada character recognition.
                  The characters are first grouped based on morphological and structural similarity. A novel morphological/structural difference
                  maximization convolution kernel based deep learning modal is trained for each of character group to recognize characters in
                  that group. This divide and conquer strategy reduce the complexity of deep learning model in learning discriminative features
                  for Kannada character recognition. Findings: The proposed two stage multi modal deep learning provides 89% recognition accuracy which is at least 6% higher compared
                  to existing works. The false positives in proposed solution are at least10% lower compared to existing works. Novelty: A novel sector intensity distribution feature specific to curve structure of Kannada characters for deciding the number
                  of groups of characters. Classifier is designed for each group of characters. Classification is done using convolutional neural
                  network with a novel morphological/structural difference maximization convolution kernel to solve the structural similarity
                  problem in Kannada character recognition. 
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               Introduction

            Optical character recognition systems (OCR) are gaining rapid popularity in document digitization applications. Recently,
               India is facing a rapid digitization drive for local languages. Government is biggest consumer for these services. Huge volumes
               ofFigure  1. In addition to it, with extra modifier for each of the consonant called as consonant conjuncts, there are totally 18511
               distinct characters in this language (544*34+ 15= 18511). Some of the consonant conjuncts are given in Figure  3.
            

            
                  
                  Figure 1

                  Vowels and Consonants in Kannada
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                  Figure 2

                  Sample Vowel consonant combination
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                  Figure 3

                  Sample consonant conjuncts
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            Developing highly accurate OCR systems for Kannada language is difficult due to higher volume of characters (18511) and its
               structural complexity. The characters are mostly curves than straight or slant lines. Some shapes are wider and some are longer.
               Many characters have higher similarity. A sample of character grouped on similarity is listed in Figure  4. 
            

            
                  
                  Figure 4

                  Similar characters are grouped.
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            Skipping the consonant conjuncts, OCR for 544 characters (510 vowel consonant + 34 consonant) is also challenging due to the
               problems of : structural complexity, similarity and curves with variation in regional density. Developing a single classifier
               model to recognize all the 544 characters with higher accuracy is challenging. 
            

            In 1, deep learning was used for Kannada characters. Author solved the problem of self similarity in characters using transfer
               learning. But the approach classified only vowels, consonants and numerals in Kannada. In 2, convolutional neural network features extracted from Kannada characters were used for classification. Author increased the
               training volume through augmentation, so as to increase the accuracy. But the work did not address self similarity in characters.
               VGGNet19 was used in3 for Kannada character recognition. But without consideration for self similarity in characters, the method was able to achieve
               only about 70% classification accuracy. Convolutional neural network (CNN) features were used in4 for Kannada character recognition, but it was tested only for limited classes of vowels. CNN was used in5 for Kannada character recognition but accuracy was less than 73%. CNN used in6 did not address the self similarity in Kannada characters in recognition stage. In 7, optimized CNN was used for Kannada numeral recognition. Though CNN features were found to be better in character recognition
               compared to hand crafter features, they had two important problems. Most existing OCR systems could not differentiate the
               Kannada characters with higher structural similarity. Also the classifier complexity is higher for recognition of 544 character
               classes with most of them having high structural similarity. Due to the complexity, accuracy falls and false positives increases.
               Convolutional neural network (CNN) was used to recognize handwritten Hindi characters in 8. Four layer CNN followed by three layer recognition was used in this work. Hindi character images are taken as input and
               features are learnt at convolutional layers. But the method is not suitable complex character patterns in Kannada language.
               In9 experimentation was done with deep learning models of: AlexNet, Densenet121, Vgg11, Vgg16, Vgg19 and Inception V3 for recognition
               of Devanagari characters. Inception V3 found to perform better compared to other models. Higher layers increased the accuracy.
               But considering the complexity of Kannada characters, a single model needs higher number of layers and this can create learning
               bias resulting in large difference in accuracy for the classes. Work in 10 extracted features of chain coding, edge detection using gradient features and direction features from Devanagari handwritten
               image. The features are reduced using Linear Discriminant Analysis (LDA) features. The reduced features are used to recognize
               the characters using SVM classifier. But these features fail for curved character patterns like Kannada characters. Work in
               11 experimented with three different deep learning models of: CNN, Modified Lenet CNN and AlexNet CNN. Non linearity is introduced
               to handle non-linearity of Devanagari characters, in all the three models using rectified linear units. Though all three models
               achieved more than 90% accuracy, they were tested with limited classes and their suitability in handling complex character
               patterns were not tested. Hu’s seven variations and Zernike moments were extracted from the handwritten Kannada characters
               and KNN classifier is used for character recognition in 12. The method has higher false positives. Work in 13 extracted gradients are represented as histogram of gradients and classified to Brahmi characters using SVM classifier. The
               method was tested only for limited class of characters. In 14  histogram features were used for character recognition, but the false positive is very high in this approach. CNN was used
               in combination with transfer learning to recognize Kannada characters in15. Transfer learning was used to solve the problem of similarity in characters. But with same CNN model, transfer learning
               was not able to solve the feature generalization problem. Due to this accuracy reduced. Work in16 used hidden markov model (HMM) to recognize handwritten bangla characters using stroke features. Point based and curvature
               based stoke features are extracted, and they are classified using HMM. This work was extended in16 replacing HMM with LSTM and Bi-directional LSTM. But both approaches failed to model the stokes for cursive character patterns
               which is more prominent in Kannada character set. Work in 17 addressed the problem of discriminating region selection is classifying similar characters. But the method was tested only
               for Assamese and English letters. Work in 18 analyzed the impact of pre-processing methods for Kannada character recognition. The study inferred that moving average filter
               with window span of 3 improved the recognition accuracy of Kannada characters. In 19 stoke features were extracted using self controlled Ramer-Douglas-Peucker (RDP) algorithm and stroke features classified
               to characters using one dimensional CNN. The method was tested for Gurmukhi scripts, whose complexity is less compared to
               Kannada scripts. Convolutional auto encoder with generative adversarial network was used in 20 for recognition of Devanagari characters. The character recognition problem was solved like face recognition with improvised
               adversarial learning. Intricate features were not learnt for fine level classification. Without intricate feature learning,
               it becomes difficult to differentiate character with higher self similarity like in Kannada language. 
            

            From the survey, most character recognition approaches for Indian characters sets used single classifier model through they
               attempted different features like strokes, gradient histogram, pattern intersection features. For complex and high structural
               similarity, more discriminative features cannot be learnt and classified by single classifier model. Also existing works on
               Kannada character recognition has two important problems  (i) reducing the classifier complexity for large character classes
               and increase the accuracy (ii) reduce the false positives in presence of self similar characters. 
            

            Addressing the above two problems, this work proposes a divide & conquer strategy with two stage process. In the first stage,
               the 544 characters are split into many groups based on higher structural similarity. In the second stage, a deep learning
               convolutional neural network with convolution kernel customized to learn more discriminative features specific to particular
               group of characters is trained to recognize the characters in that group. By using a divide and conquer strategy, the proposed
               solution solves the self similarity in character and higher false positive in a better way compared to existing works. Following
               are the novel contributions of this paper work.
            

            
                  
                  	
                     A novel sector intensity distribution feature specific to curve structure of Kannada characters for deciding the number of
                        groups of characters.  
                     

                  

                  	
                     A novel fuzzy Gaussian membership built on center of mass feature to group similar characters 

                  

                  	
                     A novel morphological/structural difference maximization convolution kernel based convolutional neural network trained for
                        each group to recognize the characters in the group
                     

                  

               

            

            The rest of the paper is organized as follows. Section II presents the survey on approaches for character recognitions specific
               to Indian languages. Section III presents the proposed multi-modal deep learning model for Kannada character recognition.
               Section IV presents the proposed solution results and comparison to state of art existing works. Section V presents the conclusion
               and scope for future research.
            

         

         
               Methodology

            
                  2.1 Two stage multi-modal deep learning character recognition

               The architecture of the two stage multi modal deep learning character recognition is given in Figure  6. The solution has two stages. In the first stage, the characters are grouped based on the structural similarity into  
                     
                        k
                      group of characters. A Fuzzy Gaussian membership function is designed to associate the unknown characters to the established
                   
                     
                        k
                         
                     group of characters. In the second stage, CNN with discriminative feature learning and goal of structural difference maximization
                  is designed for each of the  
                     
                        k
                         
                     groups. With this two stage multi-modal deep learning technique, the complexities in Kannada character recognition is solved
                  as divide and conquer strategy. With multiple CNN models adapted for structural difference maximization, the CNN feature learning
                  is more directed to identifying more discriminative features on fine differences in the similar group of characters. Each
                  of the stages of the proposed solution is detailed below.
               

               
                     2.1.1 Grouping Characters

                  Based on the observation of curved structures in most of the Kannada characters, a novel sector intensity distribution feature
                     is proposed in this work. A structure of concentric circles cover the character and each of the concentric circle split to
                     sector is placed over the character image. The structure is shown in Figure  4.
                  

                  
                        
                        Figure 5

                        (a) Concentric structure, (b) Letter over structure
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                  There are 15 sectors. The total number of pixels in each of the 15 sector is divided by the total number of pixel. The normalized
                     feature vector corresponding to character is given as 
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                        Figure 6

                        Architecture of two stage multimodal character recognition
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                        Figure 7

                        Architecture of Multi modal CNN
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                  The features are extracted for all the 544 characters and the features must be grouped to  
                        
                           k
                         groups. Elbow method is used for finding the  
                        
                           k
                         value. A graph is plotted by calculating the cost of clustering in terms of average distance between cluster points to its
                     centroids for different values of  
                        
                           k
                        . As the  
                        
                           k
                         value increases, the cost drops. At certain k value, a elbow (similar to human hand) appears and this  
                        
                           k
                        value is selected as the optimal number of clusters. An sample elbow point formation is shown in Figure  8.
                  

                  
                        
                        Figure 8

                        Elbow method
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                  In the Figure  7, the elbow point is formed at  
                        
                           k
                           =
                           3
                         and thus the optimal number of cluster is 3.
                  

                  The dataset of Kannada character images is passed to the feature extraction stage and sector intensity distribution feature
                     vector is extracted for each character image. The dataset is clustered using Fuzzy C Means clustering with number of cluster
                     as found using Elbow method. The centroid of cluster after clustering is given as 
                  

                   
                        
                           D
                           =
                           {
                            
                           
                              D
                              
                                 e
                                 ,
                                 q
                              
                           
                            
                           ,
                            
                           e
                           =
                           1
                           ,
                           2
                           …
                           k
                            
                           a
                           n
                           d
                            
                           q
                           =
                           1
                           ,
                           2
                           ,
                           3
                           ,
                           .
                           .
                           n
                           o
                           o
                           f
                           f
                           e
                           a
                           t
                           u
                           r
                           e
                        } 
                  

                   
                        
                           
                              D
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                         is the coordinate of the cluster. Gaussian function [28] is used to find the closeness of the rth of the data in terms of its qth coordinate. 
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                  The closeness in terms of all coordinates is defined in terms of closeness of qth coordinates as 
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                  The label for the eth cluster is formed as linear regression of input features as 

                     
                     
                           
                           
                              Φ
                              
                                 r
                                 ,
                                 e
                              
                           
                           =
                           
                              W
                              
                                 e
                                 ,
                                 0
                              
                           
                           +
                           
                              ∑
                              
                                 q
                                 =
                                 1
                              
                              p
                           
                           
                              W
                              
                                 e
                                 ,
                                 q
                                 ,
                                 
                                    f
                                    
                                       r
                                       ,
                                       q
                                    
                                 
                              
                           
                        
                           (6)

                     

                  

                  Where  
                        
                           W
                         is the regression coefficients for each of the feature coordinate. The data point r has membership to all cluster with varying
                     degree. Thus final label for the rth data point is found by weighted function over membership of each cluster as 
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                         which is found using training is calculated as 
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                  To reduce the error, the optimum values for Gaussian parameters ( 
                        
                           
                              D
                              
                                 e
                                 ,
                                 q
                              
                           
                           ,
                           
                              σ
                              
                                 e
                                 ,
                                 q
                              
                           
                           )
                         and the regression coefficients ( 
                        
                           
                              W
                              
                                 e
                                 ,
                                 p
                              
                           
                           )
                         is found using gradient descent method. 
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                  In the equations (7), (8) and (9), the iteration count is given as t and learning parameters for Gaussian parameters and regression
                     coefficients are  
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                              W
                           
                        . The iteration stops when desired error threshold is reached. The Fuzzy Gaussian membership function for each of the cluster
                     in terms of features of the data point is thus found for  
                        
                           k
                         cluster. For any unknown character, its sector intensity distribution feature is extracted and fuzzy membership function
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                         is calculated for each of the  
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                         class and the character is associated to the group for which  
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                         is maximum. 
                  

                  Some of the characters in each group are illustrated in Figure  9  
                  

                  

                  
                        
                        Figure 9

                        Character grouping result
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                  Grouping is achieved by the Gaussian membership function constructed on features extracted as in equation 1. The Gaussian
                     membership function on features gives a value which is almost close by when the features are similar. By this way, similar
                     characters in terms of features given in equation 1, falls into same group. The range of values for the Gaussian membership
                     function for each cluster when tested for 657 different Kannada characters is given in Table  1.
                  

                  
                        
                        Table 1

                        Gaussian function values
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                                     Max
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                                  Std deviation
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                                  3

                                 
                              
                              	
                                    
                                 
                                  530

                                 
                              
                              	
                                    
                                 
                                  590

                                 
                              
                              	
                                    
                                 
                                  570

                                 
                              
                              	
                                    
                                 
                                  7.89

                                 
                              
                           

                        
                     

                  

                  From Table  1, it can be seen that there is diverse range difference between the clusters in terms of their Gaussian function values indicating
                     a good separation between the clusters. 
                  

               

            

            
                  2.2 Multi modal deep learning character recognition

               Deep learning CNN model is adapted to learn more intricate features to differentiate the subtle differences in similar group
                  of characters. This CNN is trained for each of  
                     
                        k
                      class. Thus complexity in char recognition using single classifier model is solved as multi-modal CNN classifier with one
                  CNN for each group of characters. The architecture of the multi-modal CNN is shown in Figure  7. CNN have the capability to learn more intricate features due to use of its convolutional kernels. But the structural similarity
                  cannot be learnt in detail with default convolutional kernel. To overcome this problem, this work proposes a CNN model with
                  novel convolution kernel called structural difference maximization (SDM) kernel. This kernel magnifies the significant areas
                  for patterns, so that the features in those significant layers become amplified in subsequent feature learning. By this way,
                  the classification accuracy is improved. A binary mask is constructed for each group of characters. This mask is constructed
                  by finding the sectors of higher similarity in the character group and setting 1 for that sector and 0 for rest of the sectors.
                  The SDM kernel convolution is applied by taking the image of size 64×64 and computing 8 local binary pattern LBP for it. Each
                  of LBP result and binary mask are joined with logical AND operation. Each of the 8 result after AND is then convolved with
                  7×7 kernel and summed up to get the output feature map. 
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               Where  
                     
                        M
                     the number of times of masking is,  
                     
                        N
                      is the number of LBP and  
                     
                        m
                        a
                        s
                        k
                        
                           m
                        
                      is the binary mask applied to  
                     
                        
                           m
                           
                              t
                              h
                           
                        
                      LBP pattern. 
               

               The CNN model given in Figure  7  is trained for each group of characters to recognize each of  
                     
                        M
                      different character in the group. Due to structural difference maximization (SDM) kernel in the first convolutional layer,
                  the structural differences are amplified and this becomes further amplified in the successive convolutional layers. The multi
                  modal CNN model is trained with character images and their corresponding labels for each group. The trained multi modal CNN
                  model is then used for character recognition.
               

               For an unknown character to be recognized, its sector intensity distribution feature is extracted first. Applying the fuzzy
                  Gaussian membership function, the group and the corresponding CNN model to be invoked for the group is found. The character
                  image is then passed as input to the corresponding CNN model to get the character label as the output. 
               

               For a unknown character to be recognized, its sector intensity distribution feature is extracted first. Applying the fuzzy
                  Gaussian membership function, the group and the corresponding CNN model to be invoked for the group is found. The character
                  image is then passed as input to the corresponding CNN model to get the character label as the output. 
               

               The overall flow of algorithm for detection of unknown character is given in pseudo code below

               
                  Algorithm: 
                  Recognize Characters
                  
               

               Input: Image of character 
               

               Output: character name 
               

               1. Extract sector wise feature vectors of input image as in equation 1

               2. Invoke equation 6 for three clusters and find the cluster with maximum value for  
                     
                        
                           Φ
                           
                              r
                              ,
                              e
                           
                        
                     

               3. Result  
                     
                        ←
                     Classify the image using the CNN corresponding to  
                     
                        
                           Φ
                           
                              r
                              ,
                              e
                           
                        
                     

               4. Return result

            

         

         
               Results and Discussion

            The performance of the proposed solution is experimented against Kannada handwritten characters dataset from Kaggle 21. The dataset has 16,425 images with 657 classes. Each class has 25 images. The performance is measured for three categories
               of Vowels, Consonants and Vowel-consonant combination. The performance is measured in terms of: recognition accuracy and false
               positives. The performance is compared against Modified Lenet proposed by Prashanth et al. 11, image gradient with SVM proposed by Kaur et al13 and RDP approach proposed in Singh et al 19. 
            

            The recognition accuracy is measured for vowels and the result is given in Table  2.
            

            
                  
                  Table 2

                  Recognition accuracy for vowels

               

               
                     
                        
                           	
                              
                           
                            Accuracy

                           
                        
                        	
                              
                           
                           
                              Proposed
                              
                           

                           
                        
                        	
                              
                           
                            Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al. 13 
                           

                           
                        
                        	
                              
                           
                            Singh et al. 19

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.9558

                           
                        
                        	
                              
                           
                            0.8654

                           
                        
                        	
                              
                           
                            0.8571

                           
                        
                        	
                              
                           
                            0.934

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.8385

                           
                        
                        	
                              
                           
                            0.7701

                           
                        
                        	
                              
                           
                            0.7208

                           
                        
                        	
                              
                           
                            0.832

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.9427

                           
                        
                        	
                              
                           
                            0.8549

                           
                        
                        	
                              
                           
                            0.8436

                           
                        
                        	
                              
                           
                            0.904

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.0168

                           
                        
                        	
                              
                           
                            0.0169

                           
                        
                        	
                              
                           
                            0.0204

                           
                        
                        	
                              
                           
                            0.017

                           
                        
                     

                  
               

            

            The false positives are measured for vowels and the result is given in Table  3.
            

            
                  
                  Table 3

                  False positives for vowels

               

               
                     
                        
                           	
                              
                           
                            False positives

                           
                        
                        	
                              
                           
                           
                              Proposed
                              
                           

                           
                        
                        	
                              
                           
                            Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al. 13 
                           

                           
                        
                        	
                              
                           
                            Singh et al. 19

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.26

                           
                        
                        	
                              
                           
                            0.34

                           
                        
                        	
                              
                           
                            0.35

                           
                        
                        	
                              
                           
                            0.29

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.15

                           
                        
                        	
                              
                           
                            0.27

                           
                        
                        	
                              
                           
                            0.29

                           
                        
                        	
                              
                           
                            0.25

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.18

                           
                        
                        	
                              
                           
                            0.30

                           
                        
                        	
                              
                           
                            0.32

                           
                        
                        	
                              
                           
                            0.26

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.015

                           
                        
                        	
                              
                           
                            0.031

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.01

                           
                        
                     

                  
               

            

            The average recognition accuracy for Kannada vowels in proposed solution is at least 9% higher compared to Prashanth et al.,
               10% higher compared to Kaur et al. and 4% higher compared to Singh et al. The false positives for Kannada vowel in proposed
               solution is almost 12% lower compared to Prashanth et al, 14% lower compared to Kaur et al and 8% lower compared to Singh
               et al.
            

            The recognition accuracy is measured for consonants and the result is given in Table  4.
            

            
                  
                  Table 4

                  Recognition accuracy for consonants

               

               
                     
                        
                           	
                              
                           
                            Accuracy

                           
                        
                        	
                              
                           
                           
                              Proposed
                              
                           

                           
                        
                        	
                              
                           
                           Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al. . 13

                           
                        
                        	
                              
                           
                            Singh et al. 19

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.9418

                           
                        
                        	
                              
                           
                            0.8454

                           
                        
                        	
                              
                           
                            0.80

                           
                        
                        	
                              
                           
                            0.90

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.821

                           
                        
                        	
                              
                           
                            0.7301

                           
                        
                        	
                              
                           
                            0.71

                           
                        
                        	
                              
                           
                            0.80

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.931

                           
                        
                        	
                              
                           
                            0.8149

                           
                        
                        	
                              
                           
                            0.77

                           
                        
                        	
                              
                           
                            0.87

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.017

                           
                        
                        	
                              
                           
                            0.015

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                     

                  
               

            

            The false positives are measured for consonants and the result is given in Table  5.
            

            
                  
                  Table 5

                  False positives for consonants

               

               
                     
                        
                           	
                              
                           
                            False positives

                           
                        
                        	
                              
                           
                           
                              Proposed
                              
                           

                           
                        
                        	
                              
                           
                           Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al.13 
                           

                           
                        
                        	
                              
                           
                            Singh et al. 19

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.29

                           
                        
                        	
                              
                           
                            0.35

                           
                        
                        	
                              
                           
                            0.37

                           
                        
                        	
                              
                           
                            0.32

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.18

                           
                        
                        	
                              
                           
                            0.28

                           
                        
                        	
                              
                           
                            0.31

                           
                        
                        	
                              
                           
                            0.28

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.20

                           
                        
                        	
                              
                           
                            0.32

                           
                        
                        	
                              
                           
                            0.34

                           
                        
                        	
                              
                           
                            0.30

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.01

                           
                        
                     

                  
               

            

            The average recognition accuracy for Kannada consonants in proposed solution is at least 12% higher compared to Prashanth
               et al., 16% Kaur et al. compared to image gradient and 6% higher compared to Singh et al. The false positives for Kannada
               vowel in proposed solution is almost 12% lower compared to Prashanth et al., 14% Kaur et al. compared to image gradient and
               10% lower compared to Singh et al. Compared to Vowels, the recognition accuracy in proposed solution for consonants has reduced
               by 1%. The recognition accuracy is measured for Vowel consonants combination and the result is given in Table  6.
            

            
                  
                  Table 6

                  Recognition accuracy for vowel consonants

               

               
                     
                        
                           	
                              
                           
                            Accuracy

                           
                        
                        	
                              
                           
                           
                              Proposed
                              
                           

                           
                        
                        	
                              
                           
                            Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al.13 
                           

                           
                        
                        	
                              
                           
                            Singh et al. 19

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.9218

                           
                        
                        	
                              
                           
                            0.8254

                           
                        
                        	
                              
                           
                            0.76

                           
                        
                        	
                              
                           
                            0.86

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.831

                           
                        
                        	
                              
                           
                            0.7101

                           
                        
                        	
                              
                           
                            0.71

                           
                        
                        	
                              
                           
                            0.79

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.89

                           
                        
                        	
                              
                           
                            0.791

                           
                        
                        	
                              
                           
                            0.73

                           
                        
                        	
                              
                           
                            0.83

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                        	
                              
                           
                            0.01

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                     

                  
               

            

            The false positives are measured for Vowel consonant combination and the result is given in Table  7.
            

            
                  
                  Table 7

                  False positives for vowel consonants

               

               
                     
                        
                           	
                              
                           
                            False positives

                           
                        
                        	
                              
                           
                            Proposed

                           
                        
                        	
                              
                           
                           Prashanth et al. 11

                           
                        
                        	
                              
                           
                            Kaur et al 13

                           
                        
                        	
                              
                           
                            Singh et al 19 
                           

                           
                        
                     

                     
                           	
                              
                           
                            Maximum

                           
                        
                        	
                              
                           
                            0.32

                           
                        
                        	
                              
                           
                            0.38

                           
                        
                        	
                              
                           
                            0.40

                           
                        
                        	
                              
                           
                            0.35

                           
                        
                     

                     
                           	
                              
                           
                            Minimum

                           
                        
                        	
                              
                           
                            0.19

                           
                        
                        	
                              
                           
                            0.32

                           
                        
                        	
                              
                           
                            0.36

                           
                        
                        	
                              
                           
                            0.31

                           
                        
                     

                     
                           	
                              
                           
                            Average

                           
                        
                        	
                              
                           
                            0.23

                           
                        
                        	
                              
                           
                            0.34

                           
                        
                        	
                              
                           
                            0.39

                           
                        
                        	
                              
                           
                            0.33

                           
                        
                     

                     
                           	
                              
                           
                            Std. Deviation

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.03

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                        	
                              
                           
                            0.02

                           
                        
                     

                  
               

            

            The average recognition accuracy for Kannada vowel consonant combination in proposed solution is at least 10% higher compared
               to Prashanth et al, 16% higher compared to Kaur et al. and 6% higher compared to Singh et al. The false positives for Kannada
               vowel consonant combination in proposed solution is almost 11% lower compared to Prashanth et al. 11, 16% lower compared to Kaur et al13 and 10% lower compared to Singh et al 19. Compared to Vowels, the recognition accuracy in proposed solution for consonants has reduced by 1%. The average accuracy
               over three categories of vowels, consonants and vowel consonant combination is shown in Figure  10. 
            

            The average accuracy has increased in proposed solution compared to others due to use of two stage processing and reducing
               the learning bias at CNN. Though Prashanth et al. using CNN, it was a single model for all classifiers and this prevented
               it from learning discriminating features for similar characters. Kaur et al. could not perform well curve difference in characters.
               Singh et al though performed well compared to other approaches, it could not solve the single classifier bias problem and
               thus the accuracy in it is lower than the proposed solution.
            

            
                  
                  Figure 10

                  Comparison of accuracy

               
[image: https://typeset-prod-media-server.s3.amazonaws.com/article_uploads/a6b84bf1-99b0-4a88-a488-f588b5d95d6c/image/9e9923f2-a916-403e-bd1e-ca766e51ffbe-uimage.png]

            The maximum accuracy is achieved for Vowels followed by consonant, vowel consonant combination in all the solutions. This
               is inline with character complexity. Character complexity and structural similarity is higher in vowel combination letters.
               But even in that case, the proposed solution achieved 89% accuracy which is atleast 6% higher compared to existing works.
               The false positives are higher in Vowel consonant followed by consonant and vowels. But the proposed solution has false positives
               at 23%, which is atleast 10% lower compared to existing works. The accuracy gain due to SDM kernel used in proposed solution
               is compared against CNN with default kernel and the result is given in Table  8.
            

            
                  
                  Table 8

                  Comparison of accuracy across kernels

               

               
                     
                        
                           	
                              
                           
                            Accuracy

                           
                        
                        	
                              
                           
                            SDM Kernel

                           
                        
                        	
                              
                           
                            Default Kernel

                           
                        
                     

                     
                           	
                              
                           
                            Vowel

                           
                        
                        	
                              
                           
                            0.94

                           
                        
                        	
                              
                           
                            0.83

                           
                        
                     

                     
                           	
                              
                           
                            Consonant

                           
                        
                        	
                              
                           
                            0.92

                           
                        
                        	
                              
                           
                            0.79

                           
                        
                     

                     
                           	
                              
                           
                            Vowel consonant

                           
                        
                        	
                              
                           
                            0.89

                           
                        
                        	
                              
                           
                            0.76

                           
                        
                     

                  
               

            

            The SDM kernel has increased the average accuracy in proposed solution by 13% compared to default kernel. It has increased
               accuracy for vowels by 11%, consonants by 14% and vowel consonants by 13%. 
            

            The CNN configuration used for classifying the characters in each group is given in Table  9.
            

            
                  
                  Table 9

                  CNN Configuration for classification

               

               
                     
                        
                           	
                              
                           
                            Layer

                           
                        
                        	
                              
                           
                            Configuration

                           
                        
                     

                     
                           	
                              
                           
                            Convolutional 1D

                           
                        
                        	
                              
                           
                            10*128, ReLU, Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            MaxPool 1D

                           
                        
                        	
                              
                           
                            Size=2,Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            Convolutional 1D

                           
                        
                        	
                              
                           
                            10*128, ReLU, Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            MaxPool 1D

                           
                        
                        	
                              
                           
                            Size=2,Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            Convolutional 1D

                           
                        
                        	
                              
                           
                            8*128, ReLU, Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            Convolutional 1D

                           
                        
                        	
                              
                           
                            8*128, ReLU, Stride=2

                           
                        
                     

                     
                           	
                              
                           
                            Flatten

                           
                        
                        	
                              
                           
                            -

                           
                        
                     

                     
                           	
                              
                           
                            Dense

                           
                        
                        	
                              
                           
                            1*512,ReLU

                           
                        
                     

                     
                           	
                              
                           
                            Output Softmax layer

                           
                        
                        	
                              
                           
                            (1 neuron for each character in the group) 

                           
                        
                     

                  
               

            

            The average training accuracy and loss of CNN is given in Figure  11, Figure  12.
            

            
                  
                  Figure 11

                  Training accuracy

               
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/a13264d4-2dc2-4efa-999c-ed5ab13b967cimage18.png]

            
                  
                  Figure 12

                  Training loss

               
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/a13264d4-2dc2-4efa-999c-ed5ab13b967cimage19.png]

            At the epoch of 20, maximum accuracy of 94% is achieved by the CNN. The lowest loss of 0.22 is achieved for epoch of 20. 

         

         
               Conclusion

            This work proposed a novel two stage multi-modal deep learning character recognition for Kannada characters. The complexities
               in Kannada character regions in terms of structural complexity; structural similarity and difficulty in learning discriminating
               features are solved applying divide and conquer strategy in two stages.  In the first stage, the characters are grouped based
               on a novel feature extraction algorithm. In the second stage, for each group of character, s convolutional neural network
               is trained. The convolutional neural network was trained with a structural difference maximization kernel to solve the problem
               of structural similarity in recognition of characters. These novelties helped the proposed solution to perform better compared
               to existing works. The method can provide 89% recognition accuracy which is at least 6% higher compared to existing works.
               The false positives in proposed solution are at least10% lower compared to existing works. Extending the work, by improving
               the character grouping strategy is in scope of future work.
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