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            Abstract

            
               
Objectives: Designing dynamic computer systems that are effective, efficient, simple, and satisfying to use is becoming extremely important
                  in this age of information and communication technology. Text to Speech or Speech Synthesis is one of the many methods being
                  investigated by researchers to improve Human-Computer Interaction. The goal here is to improve the text processing component
                  of the Tamil voice synthesizer by including a text normalizer and loan word identification that is efficient and reliable.
                  Methods: Text normalization is conducted on unconstrained Tamil text to turn non-standard terms into common words to reduce confusing
                  utterances during intermediate word processing. Loan/Native words in Tamil literature are detected to enhance the Tamil voice
                  synthesizer system's pronunciation model. Findings: During normalization, non-standard Tamil words are replaced with standard ones to reduce ambiguous utterances during interim
                  processing. A pronunciation model is built to improve the Tamil speech synthesizer system by identifying loan words in Tamil
                  text. A syllable classifier is presented in this study, based on a decision list approach, which can handle various types
                  of non-stationary sounds. Novelty: We also disclose a 'loan/native word classifier' based on multiple linear regressions that perform well even with small words
                  of three syllables. Such sophisticated text processors are required in today's dominating Digital, Information-Communication
                  Technology, and Human-Computer Interaction age.
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               Introduction

            This study aims to translate input Tamil sentences into equivalent spoken Tamil translations. This is to bring in conjunction
               with two major domains of NLP (Natural Language Processor), namely machine translation and Text-To-speech (TTS) 1. Language interactions between computers and humans are part of the NLP, a branch of computer science that deals with NLP.
               Translating texts from one language to another is﻿ carried out using machine translation software. The blooming of Text-to-Speech
               (TTS) systems for Tamil languages has received extensive research 2, 3. An area of natural language processing stands at the point where languages and artificial intelligence meet. It focuses
               on the interplay between human and computer languages 4. NLP is a subfield of human-computer interaction. An essential challenge in NLP is creating a medium through which computers
               can comprehend natural language and extract meaning. The field of computational linguistics is a subfield of natural language
               processing, focusing on language-related topics such as language modeling and representation 5. 
            

            Computer linguistics encompasses a variety of fields, including the development of a system for translating text translation;
               it was created as soon as written literature gained popularity. This was possible because the information in one language
               could easily be transmitted through translation to other languages and, therefore, to different cultures. The preponderance
               of literature has made it indispensable for modern translations to be automated, which would otherwise be tedious if done
               by hand 6. The past decades have seen the development of various machine translation approaches. Universal Networking Language (UNL)
               has developed a system that can translate a Tamil sentence into Tamil speech without emotion. Prosody is added to the translated
               sentence for a humanized output voice using a Text-to-Speech system. Due to its final output of voice can be very useful for
               visually challenged or illiterate people 7.
            

         

         
               Methodology

            
                  2.1 System Requirement

               
                     2.1.1 Hardware Requirements

                  The system should have at least 1 GB RAM Computer System (or) Android-based Mobile to run all the needed tools concurrently.

               

               
                     2.1.2 Software Requirements

                  
                        
                        	
                           Operating System: Windows & Android

                        

                        	
                           Programming Languages

                        

                        	
                           Java and Android

                        

                        	
                           PHP, MySQL

                        

                        	
                           Tools

                        

                        	
                           Eclipse Luna

                        

                        	
                           XAMPP

                        

                        	
                           MATLAB

                        

                     

                  

                  Applications only accessible on Windows and Linux domain analysis is necessary to clarify relationships when processing Tamil
                     sentences that are complicated and compound. Android-based application for mobile application, using a syllable-based approach
                     for complex and compound Tamil sentences 8.
                  

                  An application that converts written text into a vocal version of the text is known as a Text to Speech scheme 9. Pre-recorded database is used to produce the spoken voice by TTS. For the quality of the system, the following measures
                     are used. There are two uses for speech intelligibility testing: one for evaluating hearing problems and the other for assessing
                     speech synthesis and transmission 10.
                  

                  NLP components carry out text analysis. An automatic transcription system converts the text into phonemes. A syllabification
                     is necessary for words that don't exist in the database. When a text stream is tokenized, it is broken into words and symbols
                     called tokens 11. Each sentence contains many words that are separated. It is possible to segment written text using whitespace as the delimiter
                     (“!”, “?”, “.”). Tokenization involves fragmenting the text using whitespace. In Net Beans, Text entered in Tamil is accepted
                     as a string 12. Arial Unicode MS is set as the font type to accept Tamil strings. Words are tokenized using the delimiter in the input sentence.
                     
                  

                   Figure  1 shows color codes used to identify modules developed from scratch or modified/unmodified versions of existing standard modules.
                     This system aims at translating a Tamil sentence into Tamil Speech and then voicing it out with emotions ensuring that there
                     is no loss in the meaning conveyed and that the emotions are elegantly heard in the output 13. The Morphological analyzer and POS Tagger rules are taken from Tamil grammar rules. They are developed from scratch and
                     are designed to split each input word into root word, inflection, tense suffix, count suffix, and corresponding POS. The rules
                     regarding UNL conversion are devised based on UNL specifications and Tamil Grammar. The conversion module is designed to generate
                     a UNL graph from the input 14.
                  

                  Synthesizing speech should be possible with the same quality as that produced by humans. When speech is natural, it approaches
                     the human level of speech reliably 15. The fundamental user interface for Text-to-Speech systems for Natural Languages is shown in Figure 1. Text is converted
                     into speech output according to given instructions 16. In mapping text to speech, two phases are usually involved - low-level and high-level synthesis 17. Using the grammar and rules of the target language, text analysis is a high-level process in the Recent Trends in Information
                     Technology that transforms the input text into a phonetic representation. Analyzing phonemes at the lowest level is called
                     the phonetic phase 18. An algorithm for unit selection speech synthesis matches the Phoneme with the prerecorded speech during phonetic analysis
                     19.
                  

                  
                        
                        Figure 1

                        Block diagram for Tamil text to Tamil Emotional Speech Conversion Using UNL
                        

                     
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/e9b56dd4-828d-49a9-b295-c9ee50f40c7fimage1.png]

               

            

         

         
               Results and Discussion

            Each feature identified in the voice samples has been analyzed and incorporated into this database. A total of three female
               speakers provided the voice samples 20, 21. Recording female speakers' voices is required since "Mary" Text to Speech Synthesis needs a female voice as its output.
               Seven sentences are recorded in emotions such as angry, happy, sad, and neutral. The voices are recorded in a fairly quiet
               room to prevent any external noise from being recorded. Once the sentences have been read into Audacity, a software used for
               audio analysis, the word boundaries are differentiated, and the audio files for each word are divided. The noise removal feature
               of Audacity can be used to remove excess noise from an audio sample if excess noise has been recorded. Prosody and emotion
               are added to the text-to-speech system's output. The database of emotion features is consulted to determine the values for
               various parameters (such as fundamental frequency, intensity, duration, etc.). Then, to create the humanized voice, the robotic
               voice is altered based on the values of these parameters.
            

             With its Java Speech API (JSAPI) release, Sun Microsystems completed The Java Speech API Markup Language (JSML), a specification
               for speech markup, which the company is developing. JSAPI defines an abstract Application Programming Interface (API) as a
               set of abstract classes and interfaces representing a Java programmer's view of a speech engine. A companion specification
               to JSAPI is JSML, which defines the Java Speech API Grammar Format (JSGF).
            

            
                  
                  Figure 2

                  Text-to-Speech Conversion Techniques

               
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/e9b56dd4-828d-49a9-b295-c9ee50f40c7fimage2.png]

            This system accepts ordinary (plain) text as input, as shown in Figure  2. The linguistic rules are an important aspect of text-to-speech synthesis is the conversion of printed or typed input into
               synthesized sounds. During the process of converting text into sounds, to send the words and intent of the text message in
               a way that human perception can interpret in real-time, a set of linguistic rules must be used to establish the proper collection
               of sounds (perhaps incorporating emphasis, pauses, rates of speaking, etc.). An efficient text-to-speech system relies heavily
               on the production of voice and text. This procedure provides a suitable order of phonemic units from the input text. By synthesizing
               parameters or selecting an entire speech from a large volume, the speech generation component generates these phonemic units.
               To build a computer system capable of speaking, the first thing aims to make a system capable of conveying a message, and
               the second thing seeks to make this message sound human. This is referred to as intelligibility and naturalness within the
               research community.
            

            
                  
                  Figure 3

                  Text-to-Speech Synthesizer

               
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/e9b56dd4-828d-49a9-b295-c9ee50f40c7fimage3.jpeg]

            
                  
                  Figure 4

                  The  NLP  module

               
[image: https://s3-us-west-2.amazonaws.com/typeset-prod-media-server/e9b56dd4-828d-49a9-b295-c9ee50f40c7fimage4.jpeg]

            The science of Natural Language Processing (NLP) directly deals with human (natural) language processing. Computers or any
               other processing unit are the target devices used to accomplish such processing, which derives from computer science. According
               to NLP, this description corresponds to the "Processing" particle. In contrast to other processing activities, NLP is unique
               in applying to human languages in Figure  3  above. Text processors need to support learning capabilities as they deal with more knowledge-related issues. There is a
               high level of linguistic dependability when it comes to transforming plain text into its linguistic representation and prosodic
               information. The change is relatively straightforward since some languages, like Indian languages, encode speech sounds orthographically.
            

            The process of producing human speech artificially is known as speech synthesis. Typically, this process is carried out on
               a computer using a speech synthesizer or computer that can produce speech; this device may be hardware or software-based.
               Speech is produced from text using text-to-speech systems; phonetic transcriptions are rendered into speech using symbolic
               linguistic representations (Figure  4). A database can combine recorded pieces of speech to create synthesized speech. There are differences in the dimensions
               of speech units that are kept by the systems; the system with the greatest output range but the potential for poor clarity
               stores phones or diphones. High-quality output is possible when entire words or sentences are stored for specific usage domains.
               The vocal tract can also be modeled in a synthesizer to produce a truly "synthetic" voice. 
            

             It is possible to measure the quality of a speech synthesizer by the degree to which it resembles the human voice and by
               the degree to which it is understandable. Listening to the act of writing on a computer is possible for an intelligible text-to-speech
               program to be helpful for disabled readers or people with visual impairments. It has been common for computer operating systems
               in the early 1990s to include speech synthesizers. An application that converts text into speech consists of a front and a
               backend. There are two major tasks that the front end performs. As the first step, symbols such as numbers and abbreviations
               must be converted into written words. It is commonly called normalization, preprocessing, or Tokenization of text. The second
               step divides the text into prosodic units (phrases, clauses, and sentences) and assigns a phonetic transcription. The assignment
               of phonetic ascription words resulted in conversion from text to phoneme or phoneme to text. The symbolic linguistic representation
               produced by content is composed of phonetic transcriptions and prosody information. A synthesizer, also known as the back
               end, is then used to translate the representation of language in sound through symbolic language. Depending on the target
               prosody (pitch contour and phoneme durations), this part's output speech is then imposed and computed.
            

            A multilingual TTS system may read texts in more than one language and generate synthesized voices in that language. A polyglot
               TTS system, on the other hand, may transition between languages as needed, even when reading a single language's text input
               content. Language switching is a must for reading multilingual electronic materials in today's environment. A language identification
               model is required to execute this language change within a document. A Polyglot TTS system is a monolingual TTS system with
               the ability to transition between languages when it detects the presence of a loan word in the input text document 22. The capacity of language identification and language switching is entirely reliant on the training of the language identification
               model on the individual languages for successful loan word identification 23.
            

            Several computer approaches for language identification based on various characteristics have already been employed. These
               language recognition algorithms may be used with modest modifications to identify loan words. In the case of a TTS system,
               the text sequence is a word that might range from very few to numerous characters. As a result, the difficulty here is determining
               the optimal approach and optimizing the parameters for recognizing the borrowed word from brief text inputs 24.
            

            Several machine learning methods have been investigated for this task, including Bayesian classification, Relative entropy-based
               classification, Decision trees, Neural Networks, Centroid based classification, Multiple Linear Regression Classification,
               Support Vector Machines, Letter Weighting Approach using Neural Networks, and Artificial Ants and K-means algorithms 25. The Multiple Linear Regression (MLR) models has proven effective for identifying Indian languages.
            

            The language identification approach was used in the current investigation to determine whether a borrowed word belongs to
               the Tamil language 26. The procedure of determining the language of origin of the borrowing word still needs to be completed. The MLR model, used
               for language identification, has been tweaked and is now utilized for Tamil loan word recognition. The n-gram syllable-based
               language model is used to train an MLR model. As previously stated, English, Sanskrit, Hindi, and Telugu loanwords are more
               prevalent in Tamil 27.
            

            A text processing module for a Tamil Text to Speech System was studied, as well as text normalization and loan word recognition.
               The 'semiotic classifier'-based decision list technique for text normalization can handle many types of NSW. However, there
               are notable exceptions. These outliers are attributable to the fascinating facts of the morphological richness of the Tamil
               language. It is difficult enough to verbalize an NSW by examining the semiotic class; if the NSW is a compound NSW, the work
               becomes even more difficult 28. Furthermore, due to the extremely agglutinative and inflectional structure of the Tamil language, the processing becomes
               highly difficult, and the processing efficiency of the semiotic classifier is discerned. Next, with an average accuracy of
               91%, the 'loan/native word classifier' based on multiple linear regression performs well even on shorter terms of 3 syllables
               29. The difficulty in categorizing loan words is related to inter-lingual homophones and homographs, which are difficult to
               identify from the text. The loan word classifier's performance is sensitive to changeable test samples and can be improved
               further if we can design a method to deal with inter-lingual homophones and homographs. The syllable feature set can be used
               as an introduction to the future modules of a TTS 30. 
            

            We can create a pronunciation model by mapping graphemes to syllables; work on segmenting syllables has previously been done
               to construct a syllable-based Tamil TTS. This comparable type of syllable feature set may be used to investigate further length
               and intonation modeling for boosting naturalness in a syllable-based TTS27. As a result, this syllable-level feature will
               excite the development of a thriving syllable-based Tamil TTS.
            

         

         
               Conclusion

            With UNL serving as the Interlingua, this technology translates Tamil text into the emotional voices of the Tamil text. The
               usage of an Interlingua is preferable for translation in the case of a morphologically complex language like Tamil. The Tamil
               text is processed using a specially created morphological analyzer to extract nouns, tenses, and gender. A POS Tagger was
               also developed to categorize the words into nouns, verbs, objects, adverbs, and adjectives. Based on POS tags and morphological
               structures, a UNL converter is created. The sentence's emotion is then determined from the UNL, and the TTS output for the
               translated Tamil Speech is adjusted to include prosody based on the determined emotion. The built program is trustworthy and
               user-friendly, and effective communication is carried out. This system could provide a solution to the issues that many people
               face in their busy lives, especially those who have low vision or reading disabilities, because it would enable them to listen
               to eBooks, study for examinations by listening to notes, and relax by listening to their emails while doing so. 
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