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Abstract

Objectives: This review focuses on various feature selection process, strategy,
and methods such as filter, wrapper and embedded algorithms and its
advantages and disadvantages are presented. Methods: The algorithms such
as Mutual Information Gain (MIG), Chi-Square (CS) and Recursive Feature
Elimination (RFE) are used to select features. In this review, two benchmark
datasets: Breast cancer and Diabetes are used. Findings: To improve the
efficiency, selection of appropriate feature selection methods and algorithms
are most important. To measure the performance of these selected features
Random Forest model used as classifiers and compared with Support Vector
Machine and Decision Tree models. Filter method and algorithm selects up
to 15 features out of 17 for diabetes dataset with 89 % to 98 % of accuracy.
For breast cancer dataset, up to 28 features out of 31 features selected with
98.5 % of accuracy. Wrapper method RFE selects 14 features from 17 for
diabetes and 10 out of 31 features selected for breast cancer. This RFE method
shows up to 98.25 % of accuracy for diabetes and 99.20% of accuracy for
breast cancer. Novelty: Feature selection techniques help to improve the
performance, efficiency and decrease the storage and processing time and
build a better model for further process in prediction. The proper feature
selection helps to diagnose diseases at an earlier stage and improve the
survival of human beings.

Keywords: Mutual Information Gain; ChiSquare; Recursive Feature
Elimination; Support Vector Machine; Random Forest; Decision Tree

1 Introduction

The real-world data may contain a lot of redundant, noisy and irrelevant features. The
features which do not provide any useful information are called irrelevant features. The
features which exhibit the meaning can be represented in different names as redundant
features. The features that are not related to dataset or class variables are called nosy
data. Eliminating these unrelated and redundant features by Feature Selection methods
reduces the computation time, cost and storage. It is used to avoid degradation of
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learning performance and substantial loss of information and helps to develop accuracy in classification. Feature selection
methods are used to reduce the dimensions of a dataset and lead to avoid overfitting of data. The feature selection, also referred
to as attribute selection is also used for partitioning data into the individual classes.

Information is collected in many fields like business, hospitals, telecommunication, finance and marketing etc. that can be
stored in the form of datasets. All the information that is stored in electronic form should be mined so that the relationship
among data is identified and useful models can be built for interaction among data. Usually, the ground level data may contain
noisy, irrelevant and redundant data. For example, the medical images dataset may contain impure data due to defects in medical
imaging devices. These impurities of data in the medical field reflected in further processes will lead to improper decision-
making of patient’s health. Thus, in the early stage itself data must be pre-processed.

Data collected may have the form of both structured and unstructured can be represented as numeric format. To get purified
data for building a model can use both feature selection and dimensionality reduction methods. Feature selection methods are
used to select and exclude features without changing the features whereas Dimensionality reduction transforms the features into
lower dimensions and creates an entirely new feature as input. A feature subset can be classified as: 1) Irrelevant and noisy 2)
Weakly relevant and Redundant 3) Non- redundant and weakly relevant 4) Most or strongly relevant. Feature selection methods
always prefer to select strongly relevant and non-redundant data from large datasets.

The aim of the feature selection method is to identify the subset of features which are meaningful from a large number of
collected features. Feature selection models are very useful because: 1) It makes machine learning algorithms to train a model
faster. 2) It makes the model easy to interpret and reduces the complexity of a dataset. 3) It improves the performance of a
model by means of accuracy when right features are selected. 4) A proper feature selection method is used to avoid overfitting
problems.

1.1 Feature selection classification

Feature selection is the process of selecting most relevant and significant features from large given datasets. A feature is a
measurable property in a dataset thus it should be observable while removing in the selection process. Feature Selection
techniques classified as follows and shown in Figure 1.

Feature Selection Technigues
[FST)

—

Supervised Selection Strategy
Ferspective Ferspective
l L l
Supervised FST Semi supervised Filter F5T Wrapper
F5T FsT
v

Embedded FST

A

Unsupervised FST

Fig 1. Feature Selection techniques classified based on supervised and selection strategy perspective based. It can be further classified and
explained below

Based on supervision perspective FST can be classified as Supervised, Unsupervised and Semi supervised FST. According to
the survey (! supervised feature selection technique uses the labeled data and it is the most common and earliest section process.
This technique utilizes the target variable such as search methods to remove the irrelevant variables. The process of labeling the
data is costly and it is a challenging one and also leads to unreliable data. This method is sometimes forced to select irrelevant
features and unintentionally remove relevant features. Supervised FST is mostly suitable for regression and classification related
problems. Generally, the dataset can be split into two categories such as training and testing dataset. Training dataset highly
depends on selected features.
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Based on the review ) unsupervised feature selection technique removes the redundant values using correlation methods
and ignores the target variables. This technique does not require any prior knowledge on labeled data. It is an unbiased method
since there is no need to categorize samples. Unsupervised FST provides an efficient way to extract the unknown features for
classification of different disease types. The main issue in unsupervised FST is it neglects the useful correlation among different
features and it sometimes uses mathematical concepts which are not universally accepted for all data. This method is more
suitable for clustering problems.

The semi supervised FST can work with both supervised and unsupervised FST that means it can work with both labeled and
unlabeled data. In this technique to maximize the margin between features labeled data can be used. To find the geometrical
structure of feature unlabeled data can be used.

Based on interaction with classification or regression or clustering models, FST can be categorized as Filter, Wrapper and
Embedded methods. A filter® FST is a supervised method which uses statistical techniques to evaluate the relationship
between target and input variables. Filter method uses ranking technique to select features to build a classification model in pre-
processing steps to filter a less relevant information. Ranking techniques are used to select variables and the selection process
is independent of the classifier. Filter process can be done in two steps. They are 1) Rank feature 2) Filtered out low ranked
features. Based on the performance values of a classifier model, the best subset can be chosen. Figure 2 shows the process of the
filter method.

Input Feature Selection Learning/ Performmance
| Induction i
et of all tubset [ L Evaluation
features Generation &l garithemn
/ J

Fig 2. Process of Filter method- The dataset that contains all features can be given as input to filter based algorithms (Information gain, Gain
ratio, Gini index etc.,). The extracted features performance can be analyzed with a learning algorithm (Support vector machine, K nearest
neighbor, Naive bayes and Decision tree etc.)

Wrapper feature selection method creates a model with a different subset of all input features. According to the performance
metric the best model is chosen. This method requires a prior learning algorithm. Wrapper feature selection process has two
steps. 1) Make a search to generate a subset. 2) Evaluate the subset by learning algorithms. Figure 3 shows the process of the
wrapper method.

Input Featureielection

Learning Performance

Subset Generation ; alzarithmm Evaluation

set of all
features

Fig 3. Process of Wrapper method- The dataset that contains all features can be given as input to wrapper based algorithms (Forward selection,
Backward selection and recursive feature elimination etc.,). If the performance of extracted features with the learning algorithm (Support
vector machine, K nearest neighbor, Naive bayes and Decision tree etc.,) is satisfied performance can be evaluated otherwise the FS will
continue until to get exact features

An embedded feature selection is an optimal feature generation method. In this method feature selection and learning are
performed simultaneously. In the training phase itself the features are selected. This method provides the features with the
highest accuracy of the model. Figure 4 shows the process of the embedded method. Every feature selection technique has pros
and cons.
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Fig 4. Process of Embedded method- It combines filter and wrapper methods of FS

1.2 Feature selection algorithm

A feature selection algorithm ® proposes a new feature subset based on the combination of search techniques and evaluation
measure depending on the feature. This algorithm is used to minimize the error rate. The evaluation metrics are important
to analyze the performance of the classifier model. Thus based on evaluation metrics, feature selection algorithms can be
categorized as Filter, wrapper and embedded methods. Table 1 shows the different feature selection algorithm and its pros

and cons.
Table 1. Pros and Cons of Feature Selection Algorithm
Method Algorithm Purpose Advantages Disadvantages
X2 test Used to reject null Testassociation of variables. Test ~ Use numerical data. Scale of data
hypothesis. undependability of data. Deter-  influences the results. Percentage
. mine the difference between cannot be used.
Filter FS
. expected and observed feature
algorithm
values.
Euclidean Distance To calculate correlation Easy calculation. Time complex-  Not suited for statistical prob-
between features. ity is low. lems. Depends on geometric
(distance) value.
T test To the test null hypothe- ~ Robustness. Easy to interpret. Need multiple comparisons.
sis by means.
Information Gain To test the relevance of Redundancy eliminated Take la arge number of distinct
features. features.
Correlation  based To rank features or Eliminate more irrelevant fea- Expensive in  computation.
Feature Selection  attributes. tures. Better accuracy. Less com-  Slower and less scalable.
(CFS) plexity.
Markov Blanket Fil-  To remove irrelevant fea-  Simple and fast. Independent of ~ Feature ignorance leads to poor
ter (MBF) tures. classification algorithm. performance in classification.
Fast Correlation  To reduce redundancy in  Select higher precedence feature.  Less scalable. Keep track of dom-
based Feature Selec-  selected features. Efficient. inant features.
tion (FCBF)
Genetic Algorithm To detect more useful fea- ~ Perform better than tradi- High computational cost. Takes
Wrapper tures form a large dataset  tional methods. Manage dataset long time.
included in AL with many features. Easily
implemented.
Recursive ~ Feature To find the best or worst ~ Build model with optimal solu- Infeasible for larger dataset.

Elimination (RFE)

feature based on rank
or score of performance
metrics.

tion.

Cross validation leads to high
computational cost.

Continued on next page
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Table 1 continued
Sequential Selection To select features for the Interact with the classifier ~Overfitting problem occurred.

Algorithm classifiers. model. Dependency among Classifier dependent.
features can be considered.
LASSO To enhance the interop-  Support large datasets. Rele- Classifier dependent. Penalty
Embedded erability and prediction vance of feature is considered. function changes affect the
accuracy. Simple model and small set performance. Identification of
of key predictors. Consider all ~ small features is problematic.
features.
Decision Tree To identify the best fea-  Feature scaling is not necessary. ~ Output depends on the classi-
ture for classification. Interact with features. fier model. Suited for categori-
cal output. Not suitable for small
datasets.

1.3 Feature selection procedure

Feature selection is the process to find relevant information from a large dataset in order to obtain the best performance metrics.
The following steps are involved in the feature selection process®) and shown in Figure 5.

Search direction
Determine search strategy
Evaluation criteria
Stopping criteria

Validate results

vk W=

1. Search direction is the first phase in feature selection which is used to find the starting point. The searching process can be
done in three ways. 1) In forward searching, the search can start with an empty set and add the new features recursively in
every iteration. 2) In backward searching, search can start with a full set of features and in every iteration features are removed
until they reach the empty set. 3) In random searching, every iteration feature can be added as well as removed, which means
it combines both forward and backward selection processes. After finding the search direction the next step, to determine the
search strategy is carried out.

2. Feature selection strategies are classified as follows. 1) Forward Sequential Selection (FSS) is used to ignore the insignificant
and irrelevant features and obtain an optimal subset. 2) Backward Sequential Selection (BSS) includes all the features and
removes the irrelevant or redundant features one by one until to get the best feature subset. Compared to FSS this method gives
a better computational effect on performance. 3) Hill Climbing (HC) which combines both FSS and BSS. In this method, the
stopping criteria is set earlier by defining the number of iterations to select the optimal set. The last iteration returns the best
subset for the classifier model.

3. Evaluation criteria is used to evaluate the best subset which is used to determine the relevancy towards the classification
model.

4. Stopping criteria is used to specify where to stop the feature selection process in order to obtain an optima subset of
features. The most common stopping criteria are number of predefined features, number of predefined iterations and evaluation
function.

5. Validate result is used to check whether a selected features are valid or not or otherwise to check whether the selected
features are meaningful for further process. Cross validation is a widely used validation method. Validate results give the
measure such as error rate, sensitivity, specificity, ROC curve, precision, F- score, Dunn index, Jaccard index etc.

A new model CHFS-BOGA © (Composite Hybrid Feature Selection Learning-Based Optimization of Genetic Algorithm)
proposed to predict breast cancer. This new model combines the advantages of feature selection approaches such as filter
(Information Gain, Gain Ratio), wrapper (Genetic algorithm) and Embedded (C4.5) with Optimized Genetic Algorithm,
Principal Component Analysis and Support Vector Machine. The new model shows the highest accuracy of 98.25% when it
is combined with SVM.

An enhanced method which uses an Artificial Neural Network with a two-step feature selection method proposed in”). In
the first step, the Best First algorithm is used to select neurons in ANN. Each node is allocated with a score through an evaluation
function in ANN. The BF algorithm first scans all the nodes with the best score and maintains two lists, one list for OPEN (yet
to be explored is called a priority queue) and another list for CLOSED (already visited). In this paper Taguchi method provides
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Fig 5. FS Procedure- It shows the flow FS process. It has five steps and explained below in detail.

Orthogonal Array and Signal - to- Noise- Ratio for development and analysis. These two step feature selection methods lead
to selecting the most relevant feature to build a classification model.

In®, a feature selection method used to predict heart diseases. This paper focuses on both classification and clustering
methods. Before predicting heart diseases, feature selection methods are used to extract the most relevant features for
classification and grouping data. According to this paper Naive Bayes algorithm gives better results compared to other
classification models such as Discrete Transform, K- Nearest Neighbour, Genetic, Fuzzy and Neural etc.

A new hybrid algorithm which combines Simulated Annealing- Genetic Algorithm (SA-GA)® to find optimal feature subset
for brain MR image classification. This hybrid method guarantees high computational efficiency and optimal features depend on
support vector machines, greedy search, simulated annealing and genetic algorithms. SA- GA selects features without applying
filter methods. This paper shows, SA used for global search ability, GA to overcome convergence issues and greedy for local
search ability of feature subset generation.

An automated multimodal classification of brain tumour types using deep learning proposed in!?). This system has five
steps. 1. Linear stretching by histogram and Discrete Wavelet Transform. 2. Extract feature using CNN. 3. Select best features
based on correntropy via mutual learning. 4. Find covariant features by Partial Least Square method. 5, Apply Extreme Learning
machine algorithm for classification. The feature selection process is not only used to improve the classification accuracy but
also reduce the computation time. This multimodal classification method shows stability in accuracy.

A new model called novel CNN in (') uses a hyper column masking technique for brain tumor classification. The novel CNN
model combines Alex Net, hyper column technique, VGG-16 RFE and SVM. To achieve deep feature Alex Net and VGG-16 is
used. For enhancement Recursive Feature Elimination method is used. This proposed model is very useful in clinics for effective
decision making and to reduce misdiagnosis rate. According to this model 96.77% of accuracy was obtained.

A new modern hybrid approach in '?) which includes Gray Wolf Optimizer (GWO which shows best performance in global
search) and Support Vector Machine (SVM) to diagnose the tumour type whether it belongs to benign or malignant. GWO
used to select parameters and SVM used to avoid overfitting. This hybrid model GWO- SVM will give the maximum accuracy
of 97%.

A new hybrid data mining method ! AP-AMBFA (Affinity Propagation- Adaptive Modified Binary Firefly Algorithm)
method for diagnosing breast cancer in two phases. In the first phase pre- processing can be done through the AP method
which is used to reduce the noise data. In the second phase AMBFA is used as a feature selection method and SVM used for
classification. This proposed hybrid model produces 98.60 % accuracy in diagnosing breast cancer.

A 15- neuron ANN model ') to analyze the classification accuracy in ovarian cancer detection. In this paper ANN model
is used with Taguchi method which is used to select appropriate features in a dataset. Orthogonal Array is a two dimensional
array which is used to find optimal neuron parameters. This model produces 98.7% of accuracy in classification and can be used
as a decision support tool in the medical field. Extreme Gradient Boost method ! for single heartbeat classification. Then a
hierarchical classification method called Extreme Gradient Boosting (XGBoost) based on weight for an unbalanced heartbeat
dataset which has multiple classes. In preprocessing, Recursive Feature Elimination method is used to extract features. After
extraction, the XGBoost method is used in the classification stage.
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In 19 three kinds of algorithms are proposed such as Weighted Gene Genetic Algorithm (WGGA), High WGGA and Low
WGGAto select features from large datasets. According to this algorithm the features are classified as i) Weak or redundant
features ii) Strong Relative Features iii) Unstable Features. LWGGA used to exclude features that are weak and have low
parameter values. HGGA used to select the features with high parameter value (weight), which are best suited for building
classification models. WGGA uses both LGGA and HGGA to select the features and reduce the time to search unimportant
features in a large dataset.

A dominance based filtering approach''”’ which is simple and produces fewer features for classification tasks. Mean and
standard deviation for all features can be calculated and then dominance level filtering approach proceeds. Dominance level
means to arrange the features according to the rank in descending order. Each individual feature has different meanings for
both benign and malignant classes. In this paper different supervised algorithms such as NB, SVN and Back Propagation ANN
are used to compare the performance. ANN shows higher accuracy than other classifiers.

An automated system !®) for tumor extraction and classification. This automated system consists of five steps. 1. Tumor
contrast- to improve the contrast of tumour gamma contrast stretching approach is used. 2. Segmentation- done by marker-
based watershed algorithm 3. Multimodal tumour extraction - to extract shape, texture and point features.4. Feature selection
- chi square method. 5. Classification — Support Vector Machine. The proposed novel CNN model shows greater precision and
accuracy than traditional methods.

An individual method cannot be predictable and does not guarantee that always give relevant features. It may vary depending
on the application and dataset that are used in the analyzing process. Apart from individual methods hybrid or ensemble
methods can be used to predict truthful data. In the existing methods, filter or wrapper or embedded feature selection with or
without preprocessing mechanisms are used. In this paper two filter methods and a wrapper method is used with preprocessing
to select relevant features. The filter methods give greater performance metrics and wrapper methods select relevant features
with minimum time.

Key Contributions of this study listed as follows:

17)

o Apply preprocessing technique (replace missing value with mean, standardize data) to obtain cleaned and standardized
data.

o This paper demonstrates MIG, CS and RFE feature selection methods with different classifier models for Diabetes and
Breast cancer datasets.

« This paper suggests the best feature selection and classifier model for the datasets used.

This paper is organized as follows: Section I provide with introduction and background study of Feature selection methods. The
proposed methodology design discussed in Section II. The results obtained from the proposed design explained in Section III.
Section IV concludes with results, challenges and future direction of feature selection methods.

2 Methodology

2.1 Proposed design methodologies

In the biomedical field, machine learning and deep learning algorithms play vital roles. There are many techniques and methods
available in the prediction of disease types. These algorithms are most helpful for decision-making to increase the survival rate
of a patient. Figure 6 shows the overview of the proposed model. In the decision-making process relevant features are most
significant to predict effectiveness measures. From the study of feature selection methods, filter based methods are most suitable
to select relevant features.

2.2 Pre-Processing

Dataset is a collection of records which contains attributes and values. Dataset can be collected from various sources and may
have missing values, noisy data or irrelevant data. Thus pre-processing techniques are needed to clean the data. Pre-processing
is a technique which can perform an earlier stage of predictive analysis. There are various kinds of pre-processing techniques
available such as sampling, imputation, transform, denoising, scaling and normalization etc. In this work data is pre-processed
by imputation and scaling techniques in which uniform scale is distributed for all attributes and standardized and independent
features in a fixed range. In imputation, removing the missing values will be replaced by mean. The standardization or scaling
value calculated using equation (1).

F-M
F_New:% (1)
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where F_New — new feature value, F — Feature value and 6 — standard deviation.
and

Y b C T @)

where
where x; — feature value, ¥ — mean values of feature and N — total number of features in a dataset.

2.3 Feature selection technique

After preprocessing the dataset, Feature selection is performed in which relevant features are selected. In this paper, MIG,
CS and RFE were used. The MIG feature is selected based on the gain value of an attribute. Information Gain of an attribute
calculated using equation (3).

Information Gain=1 —E (S) (3)
where E(S) is an entropy of an attribute and can be calculated using equation (4).
E(S) = XL —pilogapi (4)

The association between categorical attributes are measured using the CS method. The association can be calculated using
equation (5).

(0i—E)

2 (5)

=X
where
O; — original value and E; — Expected value.
RFE is a wrapper based FS method which selects features based on feature score. Attributes which have the highest score are
retained as selected features. The weight of an attribute is calculated using equation (6).

Weight w= Y | C fi f; (6)

2.4 Classification models

The pre-processed and selected features are given as input to the classifier models ') such Support Vector Machine (SVM),
Decision tree (DT) and Random Forest (RF) models. The models performance are evaluated using different performance
parameters

2.4.1 Support vector machine
Support vector machines use a hyperplane to separate data into categories. Hyperplanes used to maximize the margin between
two different classes. The equation for setting plane is,

Y =axx +b (7)

The feature point that has greater or on hyper plane is named as True and if it is below it means False. The hypothesis (H) used
to split classes using SVM is represented in equation (8).

H(F;) = (Trueif ax+b >0, False if ax+b <0} (8)

2.4.2 Decision tree

Decision tree is a visual representation of the decision making process which uses if-then rules to predict the decision. The node
in the decision tree can be split until it gets to the terminal node. In the decision tree all the true values come to the right side of
the tree and false will be on the left side of the root node. The node can be splitted using Information gain or Gini index. Gini
index used to split the decision nodes into various branches. It is calculated by,

Gini =1— Y, (pi)? )
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Fig 6. System Model- Dataset is preprocessed and FS techniques are applied. The extracted features performances are analyzed using classifier
models.

2.4.3 Random Forest
Random Forest (RF) classifier is an ensemble technique which pools the prediction value of individual decision trees. Feature
importance is calculated and features are normalized using equations (10).

Fii = Zj:Nodes Split on FeatureiSj Cj (10)

Where f;feature importance, S; number of samples and C;impurity value.

2.5 Performance Evaluation

The performance of a classifier model and feature selection technique predicted based on accuracy. Accuracy calculated using
equation (11).
TP +TN

A - 11
Y= TP TN Y Fp +FN an

where
TP — True Positive, TN — True Negative, FP — False Positive and FN — False Negative.
TP — represents predicted YES with actual YES
TN — represents predicted NO with actual NO
FP — represents predicted YES with actual NO
FN — represents predicted NO with actual YES

3 Results and Discussion

Diabetes and Breast cancer dataset downloaded from UCI repository. In previous research, pre-processing done by replacing
mean or median and embedded methods are used to select features. In this work, pre-processing is done with imputation and
scaling techniques which helps to get more cleaned and standardized dataset. Features are selected with filter and wrapper
methods and compared with different classifier models. Table 2 shows the selected features through IG, CS and RFE.
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Table 2. Selected Features

Total Number of Number of Selected Features
Dataset

Features 1G CS RFE
Diabetes 17 15 14 14
Breast Cancer 31 28 25 10

Figure 7 shows the graphical representation of selected features through filter and wrapper methods. RFE wrapper method
select most relevant and optimal feature for decision-making system.

Feature Selection

T 30

E 25

2 20

$15

5

E 10

= 5

k=

= 0

= 1G CS RFE
5 FS Methods
4

mDiabetes m Breast Cancer

Fig 7. Features obtained through FS methods

The previous work ?? shows 93.54% of accuracy with RF classifier, *!) shows 97.36 % Of accuracy with Nearest Neighbour
(KNN) model for breast cancer detection and?? combines MIG and sequential forward selection wrapper method to select
features and shows almost 100 % of accuracy with SVM, DT, KNN and RF classifier . In** mean imputation technique with
RF model and deep learning algorithms for predicting breast cancer gives 98.75% of accuracy. In our work the accuracy of
standardized dataset through FS methods is evaluated using SVM, DT and RF classifier models. The ES results obtained and
executed in Jupyter Notebook using Python and shown in Table 3 .

Table 3. Performance: Accuracy

Accuracy in %

]glaat ::i;tirFsdonitlhOdS/ Diabetes Breast Cancer

SVM DT RF SVM DT RF
IG 89 96 98 98.5 99 99
CS 89 95 98 98.2 98.5 99
RFE 98 96 98.25 99 99 99.2

The performance of FS methods are evaluated through classifier models and shown in Figure 8 . Random Forest model with
RFE FS method gives better performance than other model and FS methods.

4 Conclusion

This study has discussed the feature selection procedure, different types of feature selection techniques and varieties of selection
algorithms according to techniques with their merits and demerits. Considering a dataset as whole is difficult to process so it can
be extracted with necessary information in order to reduce time resources etc. From this study we found, ensemble or hybrid
feature selection gives better results than individual methods. Although the hybrid methods always show efficiency depending
on the dataset, application area feature selection algorithms can vary. Every algorithm has its own characteristics to solve the
problem. Feature selection methods and algorithms are used to enhance the performance of classifier models. Filter based
methods and recursive feature elimination algorithms are very useful to select optimal subset of features in the biomedical field
because of their robustness. This paper concludes, RFE feature selection methods selects optimal features such that 14 features
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Fig 8. FS method (IG, CS and RFE) performance based on Accuracy through classifier models (SVM, DT and RF).

from 17 for diabetes and 10 out of 31 features selected for breast cancer and gives 99.2% of accuracy with RF classifier model
for breast cancer and 98.25% for diabetes. We arrive at conclusion that the single method does not give better results but a
hybrid approach can help to improve the efficiency and result. In future, more than one filter based feature selection method
and wrapper approaches can be combined and applied to predict truthful features for further classification process.
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