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Abstract
Objectives: To develop a system that accepts cross-lingual spoken reviews
consisting of two to four languages, translate to target language text for
Indic languages namely Kannada, Hindi, Telugu and/or English termed as
cross lingual speech identification and text translation system. Methods:
Hybridization of software engineering models are used in natural languages
for pre-processing such as noise removal and speech splitting to obtain
phonemes. Combinatorial models namely Hidden-Markov-Model, Artificial
Neural Networks, Deep Neural Networks and Convulutional Neural Networks
were deployed for direct and indirect speech mapping. Trained corpus
consisting of thousand phonemes in the form of wave files for each language
considered is named as KHiTEShabdanjali. The basic parameters cosidered
for training dataset are pause, pitch, sampling frequency, threshold etc.
Findings: The research has resulted in the development of mono-lingual
and multi-lingual speech identification, tool for processing of cross-lingual
speech and language identification, mono-lingual, bi-lingual, tri-lingual and
quad-lingual speech to monolingual text translation for the four languages. It
is a generic approach and can be used for other regional languages of India
by training the corpus with the selected language. Novelty: Cross-lingual
speech identification and text translation system helps users in e-shopping
by reducing the time incurred in making a decision to purchase a product
having enough features at an economical price, e-tutoring, e-farming activities,
digitizing, defence etc.
Keywords: Artificial Neural Networks; Convulutional Neural Networks; Deep
Neural Networks; HiddenMarkovModel; Speech Processing

1 Introduction
Exponential elevation in the number of World Wide Web users each year has led to an
enormous amount of speech and text information to be deposited online every second.
This requires shortening of the information without altering the genuine
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meaning. Hence processing of natural languages is carried out through speech and text summarization. This is accomplished
by utilizing subfields of natural language processing namely Artificial Intelligence (AI), Machine Learning (ML) and Deep
Learning (AL).

Purchasing of products online offers a wide variety of options at a click of a button.The simplicity of requesting a commodity
online either orally or typed and making it reach our home at a suitable date, time and location has attracted a number
of individuals. The concessional offers introduced by web based shopping portals are making more individuals join online
shopping. Most of them refer to the product reviews those are likely to be speech or text reviews or both prior to purchasing,
analyze and then choose the best commodity having enough features at economical price. Let us assume that a customer wishes
to purchase a smart phone. He goes through a wide variety of smart phones within his price range, visualizes various reviews for
each smart phone and then selects the best. It is a complex and tedious task as some customer reviews are long and the significant
meaning of it can only be justified after listening or reading to a complete review. These mandates minimizing each review to
a shorter oral or textual or both which portrays similar meaning as that of the original review. This mandates understanding,
processing and studying of spoken languages (1) like Kannada, Hindi, Telugu and English referred to as (KHiTE) to build AI
applications. Many of the knowledge illustration and inference mechanisms like speech summarization, text summarization (2)

have been applied.The research is an effort to illustratemultilingual speech processing challenges, challenges in text translation,
techniques and applications to solve real-world speech problems for Indian languages and English (3).

Currently it is necessary to manage language away from individual statements like usage of more than one language in
public speeches. Processing of spoken languages between man and machine involves a conversation in which control switches
between the two entities. This leads to a development of an application involving a mixture of man-machine conversation like
speech to text. Understanding of spoken languages involves parallel processing. Merging the two techniques from theoretical
and practical aspects, a new system emerged to complete human-computer-human or computer-human-computer dialogue.
This paper provides a glimpse on the theoretical and practical importance of speech production, challenges faced by researchers,
applications and illustration of generic NLP tools.

Linguistics is the analysis of spoken or written language. It studies the three viewpoints of a language namely formation,
meaning and the context of usage. Some of the terminologies in linguistics are Phonetics (4) is a study of acoustic and articulatory
properties of speech, spoken speech is categorized into set of vowels and consonants, vowels (5) are sounds produced with an
open vocal tract, no air pressure in glottis and consonants are sounds produced in vocal tract after reducing air in and out of
lungs.

Some of the human speech (6) production terminologies are respiration that is inhaling and exhaling air to control vocal
intensity and loudness, phonation is the determination of how voiced sounds are produced, articulation is the restriction of
airflow in the vocal tract producing a word, oral/nasal resonance is the sound produced as it goes through the mouth/nose,
prosody is the tone of speaker utterance that may be a question/command/irony/emphasis/inference, phoneme (7) smallest
component that may cause a change in meaning, phone (8) is a basic unit of sound utterance, phonological responsiveness is
capability of the audience to perceive words, phonemic responsiveness is the capability of the audience to recognize phonemes,
phonemic transcripts use very few symbols of phonetics, a single phoneme for each, phonetic spelling is the confirmation of
pronunciation of each single letter as a word, phonetic transcriptions are the illustrations of spoken speech sounds, phonetics (9)
involves detailed analysis of human speech and its perception, acoustic phonetics (10) is the analysis of transmission of sounds
from narrator to listener, phonology (11) is a subdivision of phonetics that analyzes phoneme pronunciation, articulatory
phonetics (12) is a study of building spoken speech sounds by narrator, auditory phonetics (13) is the treatment and sensitivity
of verbal communication, stress may be given to a syllable in a word for some words in a sentence, phonics is a subdivision of
linguistics that is concerned with the spoken oral sound, phonotactics (14) is a branch for specifying the rules for a phoneme
and articulators (15) are the movable speech organs in the speech production.

Some of the terminologies related to text (16) pre-processing are character unigram is a single letter, bigram is a two-letter
chain sequence, trigram is a unique three-letter chain, n-gram is unique n-character long sequence of letters and n-gram
frequency illustrates how frequently an n-gram chain repeats in some sample text.

Multilingual KHiTE processing of speech utterance involves challenges in acquisition, storage, retrieval and transmission as
illustrated below:

1.1 Efficiency and performance of the input system for audio processing

Noise from background sources affects capacity of fault tolerance, reliability, accuracy, efficiency and performance of the audio
input processing (17) system thus resulting in low output. Another issue is the synchronization of the user reaction with that of
ready audio input device. ExUsers start speaking before the device is all set to accept voice input. Language syntax, separation of
audioword boundaries and pronouncedwordmeaning ambiguity also plays amajor role as a word varies inmeaning depending
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upon the context in which it is spoken. Construction of a system that can understand and analyze the KHiTE languages is often
challenging and difficult to achieve.

1.2 Memory Constraints in speech storage and retrieval

A simple wave file which consists of English alphabets starting from A to Z consumes 6176328 bytes or 5.88 megabytes of
space on the file system. Similarly other languages considered for research like Kannada have ಸῦರಗಳು (Swaragalu), ವῡಂಜನಗಳು
(Vyanjanagalu), ವತῗⁿರಗಳು (Wattaksharagalu) and ΅ಾಗು‿ತಗಳು (Kaagunithagalu) and storage of these speech file increases
exponentially as we move from ಕನΊಡ ವಣῇ ಾ⁬ (Kannada Alphabets) to ಶಬῙಗಳು (Shabdagalu, Words), ಶಬῙಗಳು (Shabdagalu,
Words) to ಾಕῡಗಳು (Vakyagalu, Sentences), ಾಕῡಗಳು (Vakyagalu, Sentences) to ಾಕῡವೃಂದ (Vakyavranda, paragraphs) and from
 ಾಕῡವೃಂದ (Vakyavranda, paragraphs) to an entire ಸಂದಭῇ (Sandarbha known as a narrative context). Telugu hasఅక్షరమాల
(Aksharamaala) which consists ofఅచ్చులు (acchulu vowels),హల్లులు ( hallulu consonants) and storage of these speech
file increases exponentially as wemove fromమాటలు (Maathulu words) toవాక్యాలు (vakyalu sentences), toపేరాలు (Pyaralu,
Paragraphs) to an entireసందర్భం (sandarbham narrative context) and storage of Hindi speech file increases exponentially
as we move from Hindi (akshar, alphabets) to (shabd, words), (shabd, words) to (vaakya, sentences),

(vaakya, sentences) to उपधारा (upadhara, paragraph) and उपधारा (upadhara, paragraph) to (prasanga, context). All the
KHiTE languages considered for research require a largememory space to store spoken and textualwords in their corresponding
repositories in the file system and hence have a drawback of space complexity for limited memory devices.

1.3 Understanding of the Natural Languages KHiTE

Building of a system that reads and understands the text is similar to a human-being who needs illustration of text through
the usage of objects, agents, relationships, goals, beliefs and desires. Legitimate goal is to build and improve the system’s ability
to perform a pattern or string matching, incorporating common sense, prediction and lifelong learning capabilities. Ex: Self
inferring common sense modules can be embedded into the model to detect if a vehicle has 2 wheels and a registration
number then it has to be a bike or a scooter. The task of natural language understanding (NLU) (18) is a precondition for the
generation of natural language. Incorporation of a psychological factor like emotion, understanding a methodology and to
evaluate them is difficult unless we have a deeper understanding of a dialect and its basics. To make the models think one
should imbibe the knowledge of neuroscience and cognitive science into our modules. Better systems can be obtained by
performing interdisciplinary work.We canmergemethodologies to obtain better results. Methodologies can retrieve data from
well-structured sources like wikipedia with the overhead of larger computational power. Research improvements on textual
emotion detection have lead to the development of emotion recognition systems having sensors. Ex: Smiley’s in messaging.

1.4 Impact of low-resource availability on processing of Natural Language

There are many languages in India which are referred to as low-resourced (19) languages. Majority of the people around the
globe speak a language that is low in resource where scripted data is not available. Scarcity of resources for processing of natural
language data is an issue of concern where there is no availability of training or testing data. The challenge here is to build
a generalized tool for multiple languages or a specific tool for each language as there are some common features between
languages. There are a handful of researchers who work on low-resourced languages and multi-lingual platforms due to the
non availability of datasets. Mono lingual data or word translation pairs are needed to evaluate the results and efficiency of
multi-lingual platforms. These platforms do well in case of coarse-grained tasks like topic classification, but underperform in
case of fine-grained tasks such as machine translation and hence they are the basic building blocks of unsupervised machine
transformations. Question answering systems need a huge set of training and testing data for learning and hence development
of low-resourced languages is at a slow pace. Educational growth does not rely on low-resourced languages but if multi-lingual
systems become more persistent it may amplify the growth of low-resourced languages. Creating datasets for low resourced
languages and making them freely available on an Open Source Platform would motivate people to lower the barrier. Testing
and training data should be made available in different languages as they contribute to the evaluation of multi-lingual models.
Researchers focus more on high-resourced languages as they are taught throughout the world. Ex: English.

1.5 Speech file analysis and text file analysis

Existing tools depend on repetitive neural networks, which cannot address lengthier contexts well. Another issue is analysis of
multiple documents (20). Ex Narrative story question answering dataset. Reading of a complete movie script or a book requires
analysis and understanding of naturally spoken languages which mandates scaling up of existing resources. Difficulty lies in
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whether we need better models or just train the existing model with more data.The issue is that supervision of large documents
is sparse and costly to achieve. We could visualize a document level unaided task that requires anticipation of the subsequent
passage or subsequent chapter of a book or a decision regarding the chapter that occurs next. Tracking of relevant information
while reading a document and to materialize a context effectively is another matter of concern. Ex: Multi-document question
answering and summarization. Development of a language model with long-lasting memory and learning strategies is the need
of the hour.

1.6 Dataset, problem and valuation

The most serious issue is to appropriately characterize the actual problem of constructing datasets (21) and assessment
methodology that are proper to quantify progress.The actual difficulty is to handle the low-resource issuemaking translation in
education sector to enable people access information in their regional language.The research has utilized Shabdanjali an online
bilingual dictionary for English to Hindi translation and developed a benchmark in creation of KHiTE multilingual vocal data
set for ringing physical temple bell through multilingual vocal command.

2 Methodology

The proposed methodology (22) has resulted in the development of an incremental prototype named as cross lingual speech
identification, retrieval and translation (CLSIRT) by utilizing readily available open source software and hardware. The sub-
system performs language identification by utilizing a combinatorial model consisting of Hidden-Markov-Model (HMM),
Gaussian-Mixture-Model (GMM), Artificial-Neural-Networks (ANN), Deep-Neural-Networks (DNN) for improving speech
matching accuracy. HMM-GMMperforms phoneme recognition, emission distribution is modeled using GMMby calculating
mean and covariance which increases the probability of fetching a sequence of phonemes. HMM-ANN: HMM is used to obtain
the probability of the data under observation for an HMM state that corresponds to a specific sound. ANN training produces
posterior probabilities of HMMstate given the speech data. HMM-DNN:HMM is used for phoneme recognitionwhile training
of a DNN is carried out in two phases, phase 1 which consists of unsupervised pretraining and phase 2 which consists of
supervised fine-tuning. MLSI imbibes a Hybrid/HiTEK dictionary consisting of multi lingual Speech/Text. The output of the
developedmethodology is identification of spoken speech language in real time and in a recordedwave file as shown in Figure 1.

Fig 1. Block diagram of speech language identification
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Thedeveloped sub-systemprovides a user-friendly graphical interface (22) to record and store small,mediumand large speech
files of user defined duration on a large storage media in the form of wav file with .wav file extension and can be utilized for
further processing.This graphical user interface has laid a benchmark in the field of NLP to capture human speech for a variety
of research applications for upcoming researchers as shown in Figure 2.

Fig 2. FOSS framework for speech acquisition and storage

The developed sub-system performs monolingual and multilingual speech language identification and translates it to a
selected target language. It is a hybridized mixture of a software engineering methodology called the speech information
retrieval cycle, dictionary based translation, cognate matching, document translation to speech, interlingual techniques that
incorporate text converted to speech and spoken speech query, query translation due to the development and enhancement of
multilingual HiTEK dictionaries from scratch named as (MLCLSRT) (23) which inculcates word co-occurrence pattern and
a greedy algorithm for phone translation using cohesion technique. It utilizes multilingual dictionary to implement cross
language speech retrieval. Dictionary based speech query translation increases themachine readability formultilingual phones.
Dictionary based translation suffers with the selection of the best translated phones from the dictionary, if the required phone
is not present in the dictionary, may result in inaccurate translation and hence the phone need to be transliterated for accurate
results as shown in Figure 3.

Fig 3. Input Speech extraction and phone-to-phone translation

3 Results and Discussion
World Wide Web earlier consisted of only textual data. Availability of internet at remote geographical locations has resulted in
the hosting and updating a large quantity of audio and text on the web which needs language expertise in processing by humans
and machines. This lead to the development of cross lingual speech to text translation system (CLSTT) as shown in Figures 4,
5, 6, 7 and 8.

Some of the applications of the developed system are analysis of oral survey, voice interaction chat-bots, vocal news
classification, farmer query system, spelling and grammar checking, language translator, biometric speech authentication,
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Fig 4. Screenshot of developed graphical user interface for HiTEK speech to text system

Fig 5. Screenshot output of text language identification

search auto correct and auto complete, social media monitoring, text summarization. The evolution of the system resulted
in a byproduct named as physically operated vocal temple bell for COVID-19 (24) pandemic. This real time application deploys
code switching technique, where the devotees of the temple can ring the bell by uttering the command in monolingual or cross
lingual speech restricted to KHiTE set of languages as shown in Figure 9.

Fig 6. Screenshotof speech input and text output for monolingual identification system

Fig 7. Trilingual speech to text where kn is Kannada, hi is Hindi and en is English
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Fig 8.Quadlingual speech to text where te is Telugu, hi is Hindi, en is English and kn is Kannada

Fig 9. Speech commands to vocal temple bell, utilizationof cross lingual speech acquisition

4 Conclusion
Geographical linguistic diversity in India has escalated the usage of internet with a need to deliver audio data specifically for
illiterates in native languages. This paper focuses on text and speech analysis, understanding, generation, preprocessing and
storage of grammar and vocabulary for different domains of four languages. The recent developments in speech processing,
its significance, challenges, applications and tools used were described. The developed Cross lingual speech to text translation
tool has leveraged free open source software development producing a benchmark prototype for speech researchers across
various fields like medical analysis of speech impaired children for correction, business sections to generate high profit
making customer interactions, improve and fortify client relationships, elevate company sales, enhance verbal communication,
employee motivation and leadership qualities like pubic speaking. The system can be enhanced for other regional languages of
India and across the World.
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