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Abstract

Objectives: The main objective of this paper is to employ the subset of artificial
intelligence, namely, deep learning to estimate road traffic density and thus
mitigate the undesirable effects caused by traffic congestion and improve the
quality of life of people. Methods: This work presents a method of classification
of road traffic conditions based on video surveillance data obtained from
CCTV cameras mounted on highways. A simple, basic architecture of deep
convolutional neural network (DCNN) based method is introduced that learns
traffic density from pre-labeled images in order to estimate the traffic flow
density in highways. Findings: The standard publicly available UCSD dataset
of real videos is used for experimental verification. The experimental results
obtained shows that the proposed model outperformed all the existing
conventional methods in the literature by reaching the highest accuracy and
classifies the test video in less computational time. Novelty: The proposed
methodology employs Matlab deep learning network designer with hyper
parameter tuning, cross validation and activation maps to classify the road
traffic density into three different states namely light, medium and heavy.
Keywords: Deep Learning; Artificial Intelligent Systems; Density Estimation;
Intelligent Transportation Management; Deep CNN

1 Introduction

High traffic congestion creates a deep negative impact in the urban environment. Time
and fuel waste, accidents and loss of human life’s, additional cost on the economy,
environmental air pollution resulting in impaired quality of life are amongst the few
ravaging effects of congestion. Hence to alleviate traffic congestion problem accurate
estimation of traffic density is important. But in real road scenario, there exists many
challenges in traffic density estimation. Various climatic changes, fog, mist or CCTV's
uninterrupted service relying on power supply all pose challenge in accurate and
improved estimation of traffic density.
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Traditional density estimation techniques involve magnetic loops, sensors that incurs heavy maintenance cost and limited
range of operations respectively. With CCTV cameras installed in road networks, the use of cctv camera feeds for traffic
monitoring has enabled gathering of useful information in real time including traffic speed, lane occupancy, traffic density,
etc., from very large areas. This provides more flexible solutions compared to the traditional devices like, magnetic loop
radars, microwave, infrared detectors which are limited on a single point, high installation cost, and are difficult to install
and maintain (%,

This paper proposes a robust traffic-density classification model based on a deep neural network architecture, which
overcomes all the issues and challenges faced by existing techniques. A DCNN is used in the estimation of the road traffic
density and classify the traffic flow into three congestion classes, light, medium and heavy in different challenging environmental
conditions, like fog, mist and rain and in overlapping of vehicles during heavy congestion.

The organization of the remainder of this paper is, Section II briefs the related works in the literature. Section III provides an
in-depth description of our Deep CNN architecture. Section IV discusses the experimental results by presenting an evaluation
of our proposed method’s performance and a comparison with different approaches used on the same publicly available UCSD
dataset. Concluding remarks and further suggestions as extension of the proposed methodology are given in section V.

1.1 Related Works

This section briefly explains the traffic density estimation methods, right from the traditional loop detectors installed on roads,
then the vision system with CCTV feeds to the very recent deep neural network technology that is being used for density
estimation. The pros and cons of these methods, the research gap between these are also discussed in the below section.

Earlier estimation of traffic density was done by collection devices that are installed beneath the roads. This incurs huge
installation costs and also enormous processing time and human ability ®). To this drawback came the surveillance cameras as
a solution. The CCTV cameras initially installed for surveillance, later became a boon for solving many traffic related problems
With CCTV cameras getting popular and deployed in traffic surveillance and monitoring, computer vision-based systems for
density estimation became popular. The main advantage with these systems is that, these can be laid without damaging the road
infrastructures. Computer vision-based systems with their unique capabilities solve many problems in intelligently monitoring
and managing the road traffic and its smooth functioning®. Even with many advantages, vision systems suffer from poor
performance with low resolution camera feeds and high occlusion videos in real time. The direct background subtraction
module in vision system takes less computational time, but it suffers from non-identification of dark vehicles, thus posing
vehicle color to be a problem in finding the traffic density®). Most vision - based system for density estimation starts with a
background subtraction module. These modules suffer miserably under high occluded and cluttered traffic scenes.

Ever since the concept of deep learning, a subset of machine learning has been introduced it has been widely used and
has brought in revolutions in image processing and computer vision processing technologies ®~%. Artificial Intelligence, ATl’s
contribution in intelligent transportation management has opened new arenas in this field. Many researchers in recent years
explore and apply deep learning framework in intelligent transportation management system, and proved its effectiveness in
traffic incident detection and traffic flow prediction 1%, In(1!) the use of artificial neural networks (ANN) proves to be a good
choice in the tasks of collecting, interpreting, and analyzing huge data coming from video cameras. CCTV camera feeds that
give low-resolution surveillance data that uses deep neural networks to count vehicles on the road and estimates traffic density
are proposed in 12, Another interesting application of deep learning on road traffic networks is an analysis on traffic accidents
have)been proposed by number of researchers 13, Research that focuses on hot spot detection of traffic accidents is proposed
in(¥,

All these research works, works well on clear, smooth roadways which is not the actual road scenario (15-17) Also, non-lane,
cluttered, chaotic roads of developing countries is still a challenge in smart transportation systems, that are yet to be addressed,
living it as a research gap even today (1829, Still there are research possibilities that exist in deep learning based intelligent
transportation management system ?!) as there is no single framework that meets all the requirements in this field. Thus, in
this paper research on dynamic estimation of traffic density based on the deep learning algorithms automatic feature learning
capability is explored in congestion classification for smooth mobility of commuters.

1.2 Proposed Approach

In this section, we present a background about deep learning and deepCNN architecture and describe the proposed deep CNN
architecture in more detail and the techniques performed to learn the optimal architecture in order to increase the road traffic
density classification accuracy.
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1.3 Deep Learning

Deep learning is a promising technology in Artificial Intelligence. It is a subset of machine learning with automatic feature
extraction. It automatically learns features and tasks directly from the data. More data when used for feature extraction and
training yields better model.

Deep learning basically uses multi-layer neural network architecture. It consists of input, output and n number of hidden
layers. The below Figure 1 explains how a deep learning architecture works. The input layer accepts the inputs. The hidden
layer consists of activation, bias elements. The output layer gives the output. The hidden layer is named so, as it is not accessible
outside the architecture. Deep learning can be applied on different data types like image, video, numeric, signal-1 D, speech,
audio and text data types. Based on the data the right deep neural network has to be chosen. For image and video frame data
CNN or DCNN is the best suitable architecture, like LSTM for time series or text series.

Input Layer Hidden Layer Output Layer

Fig 1. Deep Network Architecture

1.3.1 Overview of layers in DCNN Architecture

DCNNs are a special kind of neural network. In deep learning, a convolutional neural network (CNN) is defined as a class
of deep neural networks. Based on the application and on the complexity of the data the network can be formed by a certain
number of convolution and sub sampling layers that are stacked on top of each other layers.

1.3.1.1 Input Layer. Its first layer is the input layer through which the image input is fed into the network. Next is the
convolutional layer. The input data is send to the convolution2D layer.

1.3.1.2 Convolutional Layer. The convolutional layer is the core building block in a DeepCNN architecture. It consists of
certain number of convolutional filters. The filters are applied on the input image that extracts the local features namely, edges,
shapes, etc. The output of each convolutional layer is an activation map. There can be number of CNN layers depending on the
number of features we require.

1.3.1.3 Pooling Layer. Next is the pooling layer. After each convolutional layer in the architecture there is a pooling layer.
The pooling layers are a form of down-sampling that reduces the resolution of the activation maps. Sum pooling, mean pooling
and max pooling are the three main non-linear functions in pooling layer. The conceptual difference between these layers lies
in the sort of invariance which they have the ability to catch.

For example, the max-pooling which is the most used, takes the maximum input from a region of the convolutional layer.
The sum and mean pooling are set precisely the same as max-pooling but instead using a max function, the sum or the mean
function is used. This technique is used to reduce the number of parameters within the model for two reasons. First, is to
simplify the computational load and then second, is to reduce the chances of over-fitting.

1.3.1.4 Fully Connected Layer. After including several convolutional and max pooling layers, the high-level features that
are found in the images are processed via fully connected layers with the aim of activating only one output per class in the
recognition task. In fact, it creates a stochastic likelihood representation of each class based on the activation maps generated
by the concatenation of the previous layers and then is the Relu activation layer. The fully connected layer consists of the number
of classes that are to be classified.
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1.3.1.5 Softmax Layer. Finally the softmax layer gives the loss functions both for target class and for other classes. It gives
the probability for the classes. The one with the highest probability is the target class. In our case it is the road traffic density
information.

The features that the CNN works upon during the training process can be visualized using the visualization methods namely
layer activation, class activation and through deep dream image visualizations.

The Figure 2 below is an overview of a deep CNN architecture which can be deployed to classify the road traffic into low,
medium and heavy congestion. The architecture of a typical DCNN is composed of one or more pairs of convolution and
pooling layers and finally followed by fully connected layers as seen in Figure 2.

Low

® Y Madiom

AT
CaL

C - -

s
g
E& J
Classifier

Input Traffic Frames Congastion Lavels

Desp Convolutionsl
Neural Network

Fig 2. Overview of a general DCNN architecture

2 Significance of Research Work

The main contribution of this research paper is that it develops a simple and an easily testable deep neural architecture. In the
following sections, we will describe in detail each module together with the data collected for training and assessment.

2.1 Proposed Model Description

There are two approaches for designing a deep learning network. One approach is to train a deep neural network from scratch
and the other approach is to fine tune a pre-trained model, i.e., transfer learning based deep neural network. The biggest
advantage of having a DCNN network is that it decreases the human effort in developing a pre-processing functionality module.
This paper deals with designing a deep neural network from scratch and then a comparative analysis is done with a pre trained
deep networks.

The following are the steps that are carried out in designing a deep cnn learning model.

Step 1: Create a data store and load into the network.

Step 2: Split and load the labeled images into training, validation and test data.

Step 3: Define cnn hyperparameters.

Step 4: Define and construct the cnn architecture and layers.

Step 5: Set and tune the hyperparameters.

Step 6: Train and save the network.

Step 7: Finally evaluate the model by classifying and plotting the confusion matrix.

The proposed deep cnn model architecture is composed of 7 layers. The first layer is the input layer of size (163 174 3),
which is the cropped image leaving out the unwanted portions of the frame for ease of computation. Each block contains a
convolution module, followed by a relulayer and then max pooling module and a fully connected layer module. The softmax
layer and classification layer are the final output layers. Transportation domain specific hyperparameters are chosen and tuned
for optimum performance of the proposed system before the training phase begins.

This framework is developed using MATLAB 2021a. The CPU based computation is chosen for training the deep cnn with
a dataset of 1272 images, with 424 images in each three classes. The two main tool boxes used are the deep learning tool box
and the neural network tool box. These toolboxes enables us to explore the different convolutional training algorithms and
other pre-defined layers. This paper works on the development of a deepcnn from scratch. With the deep network designer
app the predefined convolutional network algorithms such as AlexNet, GoogleNet and many such can be evaluated for parallel
computing and thus to significantly decrease the computation time.

2.1.1 Visualizing Feature Detectors
With its automatic feature learning ability, deep learning algorithms are very complicated to interpret, and hence it is treated
as black boxes. However, DCNN algorithms are actually different, in a way that we can visualize various components in it.
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This property enables us to give an in depth look into their internal workings and help us understand them much better. These
visualizations for each layer help readers understand how DCNN learns features in its intermediate layers. The input frame is
passed through the DCNN and a record of the intermediate activations is made as shown in Figure 3. These visualizations serve
as a supporting information to help us assess hypotheses about the cause of certain types of errors and understand the relation
between the different classes namely, low, medium and heavy.

2.1.2 Visualizing Filters and Feature Maps
Deep learning networks allows us to visualize the filters that a deep CNNs learn during their training for Computer Vision
tasks and also allows visualization of feature maps that it produces when applied to an input frame. Visualization of the learned
weights gives an idea of how well a network has learned. A lot of zeros means there are many dead filters that are of less or no
significance for the network.

The below Figure 7 gives the visualization of deep CNN filters. In deep networks, the term filters refers to the learned weights
of the convolutions. For eg., a single 3*3 convolution is referred to as filter and it has a total of 10 weights (9+1 bias).

Fig 3. Visualization after convolution layer 1

The feature maps of a deep CNN contain the results obtained after applying the filters to an input frame. The visualization
of a feature map enables us get an understanding of what features are detected by the DCNN. In a deep learning network, the
early layers detect low-level features like edges, colour, etc., and the later layers detects the higher level features, like shapes and
objects.

2.1.3 Hyperparameter Tuning

Hyperparameter tuning is an important step in optimizing the performance of deep CNN model. These parameters control the
model’s behavior and characteristics for optimum performance. These parameters are not automatically learnt from the input
image data. And hence the hyperparameters are to be set initially before the actual network training begins.

The main contribution of the proposed novel system is the choice of transportation domain specific hyperparameters and
optimum tuning after several trail and tests. The proposed model is a novel trail and tested transportation domain specific
system that works well on different challenging scenarios and different weather conditions. Temporal and spatial resolution,
depth and width of network layers, pooling strategies to handle irregular traffic patterns, scheduling of optimum learning rate
are the hyperparameters that are tuned for optimal performance of proposed system.

3 Results and Discussion

In this section, we present the results obtained by our approach. Firstly, the data set is described and then the classification
results are shown.

3.1 Traffic Video Dataset

The UCSD traffic video dataset consists of 254 video sequences of highway traffic in Seattle, Washington, collected from a single
stationary stand still traffic camera over two days (!, The database contains a number of different traffic patterns and weather
conditions, e.g. raining, overcast and sunny. Each video has a resolution of 320*240 pixels and has 42 to 52 frames at 10 frames
per second. The database was labeled by hand concerning the level of traffic congestion in each sequence. The database presents
a total of 165 sequences of light traffic, 45 of medium traffic and 44 of heavy traffic (very slow), in different environmental
conditions, as shown in Figure 4

The below Figure 5 shows a sample of different video frames used for training and testing. The test dataset consists of few
real time video frames along with the UCSD video frames used for training. This framework is developed and implemented in
Matlab2020a.
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a) Low b) Medium c) Heavy

Fig 4. Different Traffic Load Congestion Levels

A total of 1272 images is used for the training of the deep cnn model, with three classes namely heavy, medium and light
congestion, with 424 images in each class folder. The UCSD dataset contains images with varying illumination conditions and
with varying weather conditions like fog, mist and rain.

Fig 6. Experimental Results (a) Input Test Image (b) Input Test Image (c) Input Test Image

Predicted Class Output=1 Predicted Class Output=2 Predicted Class Output=3, a) Input Test Image b) Input Test Image c)
Input Test Image

The above Figure 5 shows the sample database storage consisting of training and testing images and Figure 6 gives the
correctly predicted class output of the deepcnn network when a query test image is given to a trained denn network.

3.2 Performance Analysis

3.2.1 Recognition Rate
Recognition rate is obtained based on the below formula.

Number of correctly identified images <100

Recognition rate = -
& Total number of images
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Table 1. Recognition Rate of the proposed method

Congestion Levels Recognition Rate(%)
Low 100
Medium 100
Heavy 100

3.2.2 Confusion Matrix
The confusion matrix allows the visualization of the performance of an algorithm. Below Figure 7 gives the confusion matrix
with 70 percent of images for training, 15 percent for validation and rest 15 percent for testing.

The confusion matrix of N * N matrix is used to evaluate the performance of the classification model. Here N is the number
of target classes. This matrix compares the actual target values with those predicted by the deep cnn learning model. This gives
us an understanding of how well our classification model works. Below figure gives the confusion matrix obtained with 7 layers
of deep CNN.

Confusion Matrix
" £ [ [
n.% 0.0% 0.0%
- o 85 a
- 0% 139% 0.0%
]
B
O
-—
2
8 : o [ 85
000 L% 33.3%
100
0.0%
L B T

Target Class

Fig 7. Confusion Matrix

3.2.3 Performance Comparison of the proposed work with other Existing Methods

To prove the effectiveness of the proposed method it has to be compared with recent methodologies that are evaluated on a
common dataset. Hence, a comparative analysis of the proposed DCNN with other existing methods on the publicly available
UCSD Trafficdb dataset is made and is listed in below Table 2. The below table presents a table of comparison with the other
existing deep learning methodologies, ] Kurniawan, et al®, Sabbani Imad, et al®?, D Impedovo, et al®® and Nguyen L.A, et
al.(2021) ®¥ in the literature towards density estimation and congestion classification techniques.

From the Table 2 above, we say that the proposed deep method performs well compared to other three state of the art
methods *?2-2 and produces exemplary output results.

The pretrained ResNet is used in*® and yields a better performance in congestion classification task. The ResNet with its
residual feature learning capabilities definitely yields effective learning and helps in capturing the more intricate patterns in
the input data. But this benefit is more pronounced typically when a large - scale dataset is available for training. The choice
between CNN, Resnet or any pretrained network depends on many factors like size of the dataset, available computational
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Table 2. Performance Analysis of the Proposed DCNN with existing methods

Authors Technology / Methodol-  Target Dataset Accuracy (%)
ogy
] Kurniawan, et CNN with gradient 2 classes (jammed , not CCTV images, collected  89.50
al.(2018) ) descent with Adam jammed) traffic conges-  privately
tion classification,
Sabbani  Imad, et DCNN 3 classes (heavy, Publicly available UCSD  99.62
al.(2018) @2 medium, light) con- dataset
gestion classification
D Impedovo, et  Pretrained ResNet 3 states congestion clas-  Publicly available UCSD  98.61
al.(2019) @3 sification dataset
Nguyen LA, et CNN with segmented 3 states Congestion clas-  Publicly available UCSD  98.66
al.(2021) ¥ vehicles from input sification dataset
frames
Proposed Methodology =~ Deep CNN with stochas- 3 states congestion clas-  Publicly available UCSD 100
tic gradient descent sification dataset
momentum

resources and the computational time and performance. Here, in the proposed system, a simpler denn architecture provides
more interpretability and insight into the learned representation and features and performs better than Resnet for the road
traffic density estimation and congestion classification task.

The work ®® has a preprocess model where the similar frames are cut an discarded and then passed onto a segmentation
model where the non vehicle objects are segmented and discarded. The output of the segmentation module is then fed into cnn
model. The proposed model is superior to*# in a way where the raw road vehicle images are fed into deep cnn and produces
a remarkable test result.

Key issue of accurate congestion classification has been addressed in the proposed system with elimination of complex
preprocessing and the use of background subtraction for segmenting the foreground vehicle as in many traditional feature-
based approaches. The proposed methodology though has attained highest accuracy, still it has to be evaluated with more real
time traffic scenarios to prove its efficacy.

4 Conclusion

Traffic density estimation plays an important role in transportation management to mitigate congestion. Deep learning, a subset
of artificial intelligence, is one of the fastest growing technologies with far-reaching applications in many areas. This paper
explores the deep learning-based technique in intelligently managing the road vehicular traffic. This paper proposes a deep
learning based frame work to automatically extract features to classify the highway road congestion levels. The proposed simple
and basic deep convolutional neural network architecture correctly determine the congestion levels for the given test images.
The deep CNN used in this proposed work has the main advantage that with its implementation of convolutional layer and
pooling layer employed in automatic feature extraction of spatiotemporal features of the road transportation network reduces
the need for manual interpretations of the features extraction. Previous state of the art methodologies with the challenges of
video data from cameras that are installed on low posts or at the roadside and the images that contain a significant number of
occluding vehicles does not seem to impair the classification task and proves to provide accurate results.

The proposed methodology is validated using standard UCSD video dataset from traffic observation sites of Seattle with
different challenges in illumination, lightning and weather conditions. The highest accurate experimental results in classification
proves the system can be integrated into an ITS system responsible for traffic monitoring and management. It is also concluded
that the proposed method works well on large-scale datasets. In further research extension, recent deep pretrained models such
as ResNets can be used for automatic feature extraction. In future with the deep learning architecture’s ability to visualize feature
maps in the hidden layers makes the fusion of multi branch network architecture i.e., ensemble model architecture feasible.

The devised simple setup of the DCNN proves to be adequate for the defined classification task of traffic density. In an era
with Twitter and other social media getting popular and GPS enabled mobile phones, a fusion of the proposed model with these
technologies can be deployed into the cloud environment for real time prediction of the congestion levels and in turn help the
policy makers in urban centers to develop an effective artificial intelligence-based transportation management system. These
congestions estimation and prediction details can serve as an input in vehicle induced air pollution monitoring systems and
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thus paves way for sustainable pollution free environment.
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