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Abstract
Objectives: To develop a novel hybrid method for feature generation
and a novel dataset for experimenting and extracting the features for
numerical representation. Methods: In the pursuit of the best spam review
detection model, a four-stage process was undertaken. Initially, a dataset
‘Fake reviews’ was collected from Flipkart, containing 9926 samples from the
home and kitchen products domain. Next, the data underwent pre-processing
using the Natural Language Toolkit (NLTK) library. A novel Hybrid Feature
Generator (HFG) was then developed, extracting informative features based
on parameters like TF-IDF (Term Frequency - Inverse Document Frequency),
sentiment analysis scores, and syntactic patterns. Finally, the model was
trained on these generated features using Gaussian Naïve Bayes (GNB),
Multinomial Naïve Bayes (MNB), and Bernoulli Naïve Bayes (BNB) algorithms.
Performance evaluation was conducted using metrics such as accuracy,
precision, recall, and F1-score, comparing the model’s results to gold standard
or known spam reviews. Findings: The feature generation technique was
implemented on three different models, and the models were trained using
70% of the available data. The results of these experiments showed that
GNB, NB, and NB achieved testing accuracies of 99.7%, 96.4%, and 99%,
respectively. The performance of thesemodelswas comparedwith andwithout
the inclusion of extracted product review features. The results demonstrated
that the GNB algorithm outperformed the other methods in terms of accuracy
and precision.Novelty: This study presents a novel HFG for feature extraction
from review-text and a novel dataset that outperforms hitherto reported
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approaches.
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1 Introduction
The growing popularity of e-commerce and the increased reliance on online shopping,
especially during the Covid-19 pandemic, have highlighted the significance of product
reviews in consumers’ purchasing decisions. Positive reviews often attract more
customers and drive sales, while negative opinions can lead to potential losses. However,
the prevalence of fake reviews, both positive and negative, has become a concerning
issue in recent years. Detecting and addressing these fraudulent reviews is crucial for
ensuring the credibility and trustworthiness of online platforms (1–3).

Recent research has focused on developing frameworks for the detection of false
reviews, particularly in the consumer electronics domain. These studies have achieved
promising results, with an 82% F-Score on classification tests and identifying the
Ada Boost classifier as the most effective (4). Additionally, online platforms have
implemented reporting systems for consumers to flag suspected fake reviews. However,
distinguishing between authentic and fraudulent reviews remains challenging, as some
fake reviews are skilfully crafted to resemble genuine ones (5,6).

Automatic detection techniques have emerged as a primary research focus to tackle
this issue. The primary objective is to develop accurate methodologies that analyze
reviews on e-commerce platforms, such as Amazon, by strengthening feature extraction
techniques across variousmodels. By leveraging advancedmachine learning algorithms
and feature extraction methods, it becomes possible to identify fake reviews more
effectively (7–9).

One significant category of fake reviews includes undeservingly positive reviews
aimed at promoting specific products or tarnishing the reputation of others. Another
type is ”non-reviews,” which lack substantive judgments about the products. Recog-
nizing and filtering out these spam reviews is crucial for establishing trust in online
review systems (10,11). The performance of several classifiers, such as KNN, Naive Bayes,
SVM, Logistic Regression, and Random Forest, has been compared, considering dif-
ferent language models and behavioral features of reviewers. Notably, KNN has shown
superior performance in terms of F-Score, achieving an impressive 82.40% accuracy,
with a 3.80% increase when incorporating reviewers’ behavioral features (12,13).

Moreover, the detection of fake reviews extends beyond the realm of consumer
electronics. For instance, in the hotel industry, classifiers such as Naïve Bayes, Support
Vector Machine, Random Forest, and Adaptive Boost have been utilized. Among
these, Random Forest has shown superior performance, with 95% accuracy and F1-
score. Researchers have also explored semi-supervised approaches, utilizing time series
models and comprehensive feature sets, to detect fake reviews more efficiently (14).

Despite the advancements in fake review detection, there are still research gaps
that need to be addressed. These include the need for more accurate methodologies,
enhanced feature extraction techniques, and the incorporation of linguistic and
contextual information from the reviews. Additionally, the increasing sophistication of
fake reviews requires continuous improvements in detection techniques to ensure their
effectiveness (15).

In light of these research gaps, our work aims to address these challenges by propos-
ing an innovative approach that combines state-of-the-art feature extraction techniques,
advanced machine learning algorithms, and linguistic analysis. By leveraging a com-
prehensive set of features and incorporating linguistic inquiry, we aim to improve the
accuracy and reliability of fake review detection. Our methodology will also consider
the evolving nature of fake reviews and strive to stay ahead of deceptive practices.
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By developing a robust framework that accounts for both the content and context of reviews, our research endeavors to
provide a more accurate and trustworthy system for detecting fake reviews in e-commerce platforms. The proposed approach
will contribute to the integrity of online review systems, empower consumers to make informed decisions, and foster trust
between consumers and platform owners.

1.1 Research gaps

• Existing research lacks a clear method for feature generation and selection in the context of fake review detection.
• While previous systems have achieved good results with standard datasets, there is a research gap in studying the problem

of fake review detection specifically in the Flipkart home and kitchen products domain.
• The main objective of our research is to create a dataset by scraping Flipkart reviews in the home and kitchen domain.
• We aim todevelop a novel hybrid feature extraction system that improves the precision of fake reviewdetection techniques.
• Our research focuses on addressing the need for a more precise technique for detecting fake reviews on Flipkart or any

other e-commerce platform in the home and kitchen domain

2 Methodology
In this proposed system, a novel hybrid method called HFG was developed for spam review detection as shown in Figure 1. A
dataset was collected from Flipkart, specifically focusing on the ”cotton bedsheet” category in the home and kitchen products
domain. A web scraper using Python’s Beautiful Soup library was created to gather 9926 user reviews. Data preprocessing
involved handling missing and noisy data, text tokenization, stop word removal, stemming, and lemmatization.

To understand the sentiment of the text reviews, vectorizationwas performed to convert the text into numeric values. Feature
extraction techniques like Bag of Words (BOW) with uni-grams, bi-grams, and tri-grams were used to extract important text
features. Domain-specific knowledge led to the inclusion of additional features such as positive votes, negative votes, ratings,
capital letter count, punctuation count, emoji count, sentiment analysis, subjectivity, word count, unique word count, mean
word length, repetitive words count, and length of text reviews.

These features were used in a classification model, and the performance of the model was evaluated using metrics such as
accuracy, precision, recall, and F1-score. The findings suggested that the inclusion of these features improved the classifier’s
performance in detecting deceptive reviews.

Algorithm: Hybrid Review Text Feature Generator (HFG) (review r)
Input: Dataset
Output: Dataset with review features
Step-1 Calculating the sentiment score and subjectivity of the text review using TextBlob python library in Senti_Sent and

Sub_Sent respectively.
Step-2 Finding negative and positive words in nNegWordCount, nPosWordCount of the review’s text using TextBlob python

library.
a. for each review r in the dataset (r1, r2,……rN)
b. for each word w in review r (w1, w2,……wM)
c. if (w.sent_score>0) then
d. nPosWordCount = nPosWordCount +1
e. else if(w.sent_score<0) then
f. nNegWordCount = nNegWordCount +1
g. else
h. nNetWordCount= nNetWordCount +1
Step-3 Finding and counting unique words in nUniqueWordCount for each review r in the dataset.
Step-4 Finding nCharCount, nWordCount, MeanWordLength, nSentenceCount, nPunCount, nHashTagCount for each

review r.
Step-5 Finding the part of speech (POS) of review text using python’s NLTK library.
nNounCount, nAdjCount, nVerbCount, nAdvCount, nProCount, nPreCount, nConCount, nArtCount, nNegaCount,

nAuxCount for each review r in the dataset.
Step-6 Calculate the Authenticity of the text review using the following formula.
For each review r in the dataset (r1, r2 ,……rN
For each review r (w1, w2,……wM :
If (r posvote>r negvote AND r senimentscore>0 AND r rating>=3 then
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Fig 1. Proposed system

Authenticity = 1
Else:
Authenticity = 0
Step-7 Calculate the Analytical Thinking for each review r.
AT = 30 + (nArtCount + nPreCount - nProCount - nAuxCount - nConCount - nAdvCount - nNegaCount)
Step-8 combines all the features generated in steps 1-7.
Step-9 Sending the dataset with generated features for Spam Review Detection Model.

3 Results and Discussion
The dataset used in this study was generated through web scraping methods and focuses on reviews of Home and Kitchen
products from Flipkart. The dataset comprises a total of 9926 reviews, with 7939 reviews identified as genuine and 1987
reviews classified as fake. Each review record includes various attributes such as product_id, product_category, reviewer_name,
review_date, reviewer_address, rating, posvote, negvote, review, review_text, and review label. A summary of the dataset’s
statistical characteristics is given in Table 1. The longest review contains 106 words, while the shortest review consists of only 3
words. The average word count across all reviews is calculated to be 8.7 words. In total, the corpus encompasses 86470 words,
and the vocabulary of the entire corpus contains 6449 distinct terms. For the purpose of analysis, the grid search technique was
employed to determine the optimal parameters for all classifiers utilized in this study.

In conjunction with the statistical analysis of the dataset, we conducted an extraction of additional features to capture the
behavioral characteristics exhibited in the reviews. The extracted features pertaining to user reviews are presented in Table 2.
Moreover, to provide a comprehensive understanding of the data, we showcase a sample user text review in Table 3, along with
the outcome resulting from the pre-processing steps applied to the review text.

In our dataset, reviewers express their opinions throughwritten reviews.Notably, we have extracted several linguistic features
to assess their impact on classifier effectiveness. These features encompass the nCapCount, which quantifies the total count of
capital characters employed throughout the review content, the reviewer’s usage of punctuationmarks indicated by nPunCount,
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Table 1.The Statistics of dataset
S. No. Feature Name Value(s)
1 Mean word length 5.4
2 minimum review length 3 words
3 Average review length of all reviews 8.7 words
4 Maximum review length 106 words
5 Maximum characters in a review 509
6 Minimum characters in a review 11
7 Average characters in all reviews 36.7
8 the total number of tokens 86470
9 the number of unique words 6449

Table 2. Featureengineering analysis of a review
S. No. Feature Name Value(s)
1 Rating 5
2 Posvote 182
3 Negvote 103
4 Review worth every penny
5 review_text worth every penny It looks very nice and comfy...
6 review_text_clean worth every penni look nice comfi use bed vibr...
7 Sentiment 0.468333
8 Subjectivity 0.547917
9 Neg_Count 0
10 Pos_Count 9
11 Word_Count 42
12 Unique_words 32
13 mean_words_length 4.0
14 characters_count 219

Table 3. An illustration of review text after pre-processing
Original Text Text after Pre-processing
a very good product within the minimum value its awesome but the TC/THREAD
COUNT is low as per rough usage .. it’s very good in design n fabric is too good
but i think it would be better if THREADCOUNTwas increased TOOO awesome
in this price READMORE.

good product within minimum value its awesome
but count low per rough usage good design n
fabric good but think would b better thread count
increased TOOO awesome price

and the nEmojiCount, which measures the number of emojis utilized in each review. Our objective is to evaluate the influence
of these user linguistic features on the effectiveness of classifiers. To provide a visual representation, a sample of the review text
is presented in Figure 2.

Fig 2. Snapshot of a review
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The values of the linguistic features, namely nCapCount, nPunCount, and nEmojiCount, for the review text presented in
Figure 2, have been computed a total 15 capital letters, 9 punctuation characters, and 1 emoji respectively. From this example,
it can be observed that capital letters constitute 60% of the text, punctuation marks make up 36%, and emojis account for 4%
of the text in terms of their respective proportions at the time of writing the review.

The relationship between Ham and Spam reviews characters count is shown in Figure 3. We can analyze the number of
characters in genuine (Ham) reviews more than the fake (Spam) reviews.

Fig 3. Character count in the Ham and Spam reviews

Using the feature generation algorithm proposed in this study, we applied it to the dataset, resulting in an extended dataset.
We conducted two scenarios for evaluating the classifiers’ performance. In the first scenario, 60% of the dataset was allocated for
training purposes, while the remaining 40% was utilized for testing. Similarly, in the second scenario, we trained the classifiers
with 70% of the dataset and evaluated their performance on the remaining 30% for testing.

Initially, the classifiers were tested without incorporating any of the additional features. Subsequently, in the second
scenario, the classifier models were evaluated using linguistic features extracted from the reviews, obtained through the hybrid
feature generation algorithm. The performance of the classifiers was compared in both scenarios to analyze any variations or
improvements.

By conducting these evaluations, we aimed to assess the impact of the linguistic features and determine their contribution
towards enhancing the classifiers’ performance.

The recall, accuracy, and precision metrics achieved by the machine learning (ML) algorithms utilized in this study as
presented in Table 4. Among the algorithms, the best accuracy was obtained using the BNB classifier, while the MNB classifier
demonstrated the highest precision. On the other hand, the GNB classifier yielded the highest recall.

For feature extraction, BOW was employed, utilizing three different language models: 1-gram, 2-gram, and 3-gram. The
classifiers were trained and evaluated using hyperparameters such as a maximum feature size of 1000, a training dataset size
of 60%, and a testing dataset size of 40%. It’s important to note that these evaluations were performed without considering the
extracted user behavior parameters.

Table 4. Performance of different ML algorithms without using feature engineering
S. No. Algorithm Accuracy Precision Recall F1-Score
1 GNB 66% 39% 92% 85%
2 MNB 88% 76% 81% 78%
3 BNB 89% 73% 79% 76%

The best accuracy, precision, and F1-score achieved by the GNB classifier, with slightly lower recall compared to the other
two algorithms are depicted in Table 5. In this analysis, BOW was employed as the feature extraction method, utilizing uni-
gram, bi-gram, and tri-gram representations.The classifiers were trainedwith amaximum feature size of 1000 and an additional
set of 28 extracted features. The training dataset size was set to 60% of the total data.

Based on the results displayed in Table 6, the GNB classifier achieved the highest precision, accuracy, and F1-score. For
the BOW feature extraction approach, employing tri-gram, bi-gram, and uni-gram representations, a maximum feature size of
1000 review features were utilized, along with an additional set of 28 extracted features. The dataset was divided into a training
set of size 70% and a testing set of size 30%.
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Table 5. Performance of different ML algorithms with feature engineering
S. No. Algorithm Accuracy Precision recall F1-score
1 GNB 99.5% 98% 99% 99%
2 MNB 96% 86% 99% 92%
3 BNB 99% 96% 100% 98%

Table 6. Performance of different ML algorithms with extra features
S. No. Algorithm Accuracy Precision recall F1-score
1 GNB 99.7% 99% 99% 99%
2 MNB 96.4% 86% 100% 92%
3 BNB 99% 97% 100% 98%

Upon comparing the results from both scenarios, it can be observed that all three-evaluation metrics, namely accuracy,
precision, and recall, exhibit a slight increase. Notably, as the training and testing ratio increases, there is a corresponding
increase in the accuracy of the Gaussian Naive Bayes (GNB) classifier.

3.1 Comparison with other Methods

The proposed model presented in this paper introduces a novel approach that has not been explored in previous research. To
evaluate the effectiveness of our method, a comparison was conducted with the results reported by other studies, as depicted in
Table 7.The comparison reveals that ourmethod outperforms other approaches in terms of accuracy, specifically when utilizing
the GNB method.

Table 7. Comparison between the proposed method and the methods suggested by previous workers
R ef. Method Accuracy
(14) Random Forest 99.6%
(15) GA+DNN 89%
Proposed Method GNB 99.7%
Proposed Method MNB 96.4%
Proposed Method BNB 99%

4 Conclusion
Based on Flipkart’s fake (spam) reviews, its three supervised machine learning methods, GNB, MNB, and BNB, were studied
to identify fake reviews. By comparing the experimental result of classification models, we found the GNB classifier achieves
better results in identifying deceptive reviews and surpassed other models by achieving a 99.7% accuracy and F1-score metric.
Comparative analysis of fake review detection methods and datasets used, including feature extraction methods. NLTK library
is used for cleaning up the review data. Classification uses a 70:30 train-test ratio.

Fake reviews mislead both buyers as well as sellers. Hence, the current study, focussing on identifying fake reviews, gains
both academic and business interests.
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