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Abstract
Objectives: To extract various topics related to Covid-19 from Twitter API using
LDA topic modelling technique and to analyse the sentiment of the people
about the extracted topics. An interactive Q/A system with both voice and text
interface is also proposed to guide COVID-19 related decision-making. And also
to summarize the tweets containing a query and to suggest suitable solutions.
Method: The proposed extracts Covid-19 related tweets from twitter API and
uses Natural Language Process (NLP) method based on topic modeling to
uncover various issues related to COVID-19 from public opinions. The training
dataset consists of 3,38,666 COVID 19 related comments and the testing
dataset consists of 1,12,888 comments. LSTM recurrent neural network is
used for sentiment analysis of the extracted tweets and to produce summary
for each topic identified through topic modelling. Findings: The accuracy
comparison has been done for the existing system against the proposedmodel
with respect various machine learning classifiers. The findings are- LSTM gives
an accuracy of 79.5%, the Naïve Bayes classifier gives the accuracy of 74%,
the Multinomial Naïve Bayes gives an accuracy of 74.5%, whereas the linear
regression classifier achieves an accuracy of 76%, KNN classifier achieves an
accuracy of 74.5% and the random forest with an accuracy of 75.5%. Novelty:
The proposal of interactive Question Answering system is first of its kind.
This work sheds light on the importance of using public opinions and suitable
computational techniques to understand issues surrounding Covid 19 and to
guide related decision-making.
Keywords: COVID19; LDA Topic Modeling; LSTM; Sentiment Analysis; Q/A
System

1 Introduction
TheCOVID-19 pandemic is amajor public health issue that has affected different people
in many different manners (1). This has made people lonelier and as a result they have
moved towards the use of social media to cast their opinions and sentiments.

Sentiment Analysis is a predictive modeling task where the model is trained to
predict the polarity of the textual data that is fed like positive and negative (2). It is
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performed by various companies to understand their customer behavior towards the products well. It gives them automatic
feedback of the customer that helps them to take actions accordingly. This can be very useful for businesses to label these texts.
It can be done to compute feedback, reviews of the movies, etc. Emotion detection is a part of sentiment analysis where we can
analyze the emotion of a person being happy, angry, sad, shock, etc. Long-Short Term Memory (LSTM) is a type of recurrent
neural network but is better than traditional recurrent neural networks in terms of memory. LSTM networks are similar to
RNNs with one major difference that hidden layer updates are replaced by memory cells (3). This makes them better at finding
and exposing long range dependencies in data which is imperative for sentence structures. LSTM network is fed by input data
from the current time instance and output of hidden layer from the previous time instance. These two data passes through
various activation functions and valves in the network before reaching the output.

In our work, we extract covid-19 related tweets from twitter API. We then use the LDA Topic model for semantic extraction
and latent topic discovery of COVID- 19–related comments (4). After obtaining topics from topic modeling using LDA, the
LSTMRecurrent neural networkmodel will be then built to analyze public sentiments about the various topics (5). Human needs
will be analyzed using various machine learning classifiers. The tweets will then be classified as positive, neutral or negative (6).
The opinions of people about various aspects like covid-19 symptoms, vaccination, and quarantine will be then summarized
using the T5 summarizer (7,8). Finally, In the proposed system, we provide an interactive Q/A system in addition to analysis of
the tweets which is not present in the existing systems.

2 Methodology
The proposed system consists the modules namely, Data Extraction and Pre-processing, Semantic Processing, Sentiment
Analysis, Summarization, and Interactive Q/A System as shown in Figure 1. The proposed system is added with an interactive
Q/A system to provide needful information to the user queries.

Data Extraction andPre-processing involves the acquisition of all the tweets related toCovid19 in India fromTwitterAPI and
pre-processing them using Regular Expressions and stop words. Semantic Processing deals with Topic Modelling using Latent
Dirichlet allocation as described in Table 1. Sentiment Analysis involves with assigning sentiments using TextBlob, performing
sentiment analysis using Long Short — Term Memory Recurrent (9). The system uses tokenization to remove unwanted tweets.
An array named stop containing the unwanted words to be removed was declared. First, we filter the tweets that contain words
specified in the ’stop’ array are removed. Then we again filter these tweets based on their length. The terms with length6 are only
retained. The tokenized tweets are then printed. This forms the final dataset.

Table 1. Summary of Process and its Pseudocode
Process Pseudocode
Lemmatization Data = processed tweets

Function sent_to_eords(sentences);
For sentence in sentences:
Convert to words and remove punctuation
Data_words = list(sent_to_words(data)) Function lemmatization(texts,
allowed_postaga=[‘NOUN’, ‘ADJ’, ‘VERB’, ‘ADV’]);
Convert words inti root words

LDA Model Create document topic matrix
For each document:
For each topic:
Print document.topic weight
Print dominant topic For each topic: Print top-30 most relevant terms with adjust
relevance metric = 1
Pick topic name
Test for sample tweet For tweet in tweets:
Predict topic for tweet For each topic: Print tweet count

Topic finding (10,11) Group together tweet of each topic
For each topic:
Let a = summarize tweets using T5 summarizer
Let b = summarize tweets by comparing sentence similarities with a as a reference and b
as modal summary: Calculate rough score
With b as reference and a as modal summary:
Calculate rough score
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Fig 1. Proposed System Architecture

2.1 Semantic Pre-processing

The second module in this paper is Semantic Processing. After extracting tweets from the Twitter API and after pre-processing
the same using regex we have used the dataset in the second module to find the topics on which people have tweeted about (12).
The topic modelling was done using Latent Dirichlet allocation. Based on the LDA model, we considered a collection of
documents, such asCOVID-19 related comments andwords, as topics (K), where the discrete topic distributions are drawn from
a symmetric Dirichlet distribution. The possible topics are listed. We have considered 10 topics. The tokens which represent
each topic are printed. Each topic is labelled with the token which has the highest probability. The probability of each word
under a topic is printed and the cumulative probability of a document determines the topic under which it falls. Each tweet is
labelled with a topic name. Number of tweets under each topic is analysed.

2.2 Sentiment Analysis

Training data annotated using VADER. Text Blob can also be used for annotating the dataset. The advantage of using VADER
using Text Blob is that VADER considers the compound polarity of the sentence whereas Text Blob considers a particular word
to decider the polarity. LSTM Recurrent neural network model is built to analyse public sentiments about the various topics
obtained from topic modeling using LDA. The formula for each LSTM cell can be formalized as in Equations (1), (2) and (3).

f t = (W f xt +U f ht1+b f ) (1)

it = (W f xt +Uiht1+bi) (2)

https://www.indjst.org/ 2931

https://www.indjst.org/


Velvizhy et al. / Indian Journal of Science and Technology 2023;16(36):2929–2937

ot = (Woxt +Uoht1+bo) (3)

The tweets are classified as positive, neutral or negative. Machine Learning classifiers like Multinomial Naive Bayes, Bernoulli
Naive Bayes, K-Nearest Neighbours, Random Forest were used to identify human needs and human satisfaction on aspects
like healthcare system, social life, government and education. The performance of various classifiers is compared with LSTM
model (13).

2.3 Summarization

People’s opinions about various topics obtained from LDA topic modeling are summarized using abstractive summarizers (14).
Two summarizers used are T5 summarizer and Pipeline. User’s queries, comments and opinions regarding the obtained
COVID-19 related topics namely ‘impact on people’, ‘lock- down’, ‘vaccine’, ‘economy’, ‘health’, ‘cases’ and ‘work’ are summarized.
As there was no specific reference document, the performance of both the summarizers are compared with each other (15,16).

2.4 Interactive Q/A System

The user can ask questions in either text or voice format. The given query will be compared with all the question in the dataset
and the one with the highest similarity score will be considered as the predicted question. (17) Answers to queries about COVID-
19 will be provided in text or voice format. If the question was irrelevant to COVID then the system tells the user that it was
not able to comprehend the question.

3 Result and Discussion

3.1 Data Extraction and Pre-processing

Developer account was created in twitter. Four keys were obtained for authentication purposes. Tweets related to covid19 are
extracted from Twitter API. The dataset is created by extracting tweets from Twitter using python’s twitter API ’tweepy’ (18).
The feature retained in the dataset is only the Tweet Text. The acquired tweets contain a large amount of information about
covid19 virus, its impact, the symptoms, treatment options, vaccination details such as dosage gap, side effects. Thus, it is ideal
for implementing approaches to extract useful and important data from the large set of tweets.

A) Data Extraction: The tweets are extracted from twitter using tweepy.
Step 1: Collection of tweets from Twitter API
Step 2: Extraction of tweets using search words, using Cursor API
Step 3: Storage to tweets to .csv file
B) Data Pre-processing:
Step 1: Removal of unnecessary characters, URLs, retweets.
Step 2: Removal of tweets containing the stop words.
Step 3: Storing the cleaned tweets.
Output: Pre-processed Tweets
All unwanted characters (hashtags, emoticons, URLs, non-ascii sequences) are eliminated and all tweets containing the set

stop words are removed. Resulting cleaned tweets are stored in the same csv file.
The extracted tweets after cleaning are pre-processed to remove the hashtags, mentions, special characters etc. This step is

crucial because only useful information is necessary to perform sentiment analysis.

3.2 Semantic Pre-processing

Thefirst step is to perform lemmatization.The reason for this is to convert aword to its root form so as to reduce the total number
of unique words in the dictionary corpus. The next step is to vectorize the data to be fed to the LDA model. Vectorization was
done using Count Vectorizer. It considered only English words with length at least 3. Next process is to train the LDA model.
The model was tested with learning rates 0.5, 0.7 and 0.9 for different number of topics such as 10, 15, 20, 25 and 30. It was
estimated that the best model was with learning rate 0.7 and 10 topics. The document probability matrix was found. Each topic
had some meaningful terms and the most accurate one was chosen as the topic label (19). Each tweet was assigned a topic based
on the cumulative probability score of each token. Number of tweets under each topic was listed.
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A) Lemmatization:
Step 1: Tokenize each tweet Step
Step 2: Remove all English stop words
Step 3: Convert word to its root form
B) Topic Modelling with LDA:
Step 1: Vectorize data
Step 2: Train LDA model
Step 3: Choose best learning rate and number of topics
C) Ranking and Choosing Topics:
Step 1: Extract document frequency matrix
Step 2: Choose most relevant term for each topic
Step 3: Annotate each tweet with the highest probability topic
10 topics were extracted in total and they were labelled. Each tweet was given the topic with the highest cumulative

probability (20,21).
The lemmatization process is carried out to identify the root form of the word. Finding the root form of the word eliminates

duplicates in the word dictionary. Different training rates and number of topics were taken into consideration. Multiple terms
were listed under each topic and the most relevant term is considered as the topic label. Seven such topics were found and each
tweet is annotated with a topic. Number topics and their values counts are presented in Table 2. For each topic class wise count
is presented in Table 3.

Table 2.The Topics and Tweets under each Topic
Topics Value Counts
Impact on people 325
Lockdown 318
Vaccine 314
Economy 291
Health 274
Cases 225
Work 164

Table 3. Topic and number of Positive and Negative Tweets under each Topic
Topics Sentiment Class Count

Cases Negative 165
Positive 37

Covid warriors Negative 224
Positive 84

Economy Negative 220
Positive 58

Impact on people Negative 231
Positive 73

Lockdown Negative 214
Positive 87

Vaccine Negative 164
Positive 82

Work Negative 135
Positive 28

3.3 Sentiment Analysis

Thefirst step is to perform lemmatization.The reason for this is to convert aword to its root form so as to reduce the total number
of unique words in the dictionary corpus. The next step is to vectorize the data to be fed to the LDA model. Vectorization was
done using Count Vectorizer. It considered only English words with length at least 3. Next process is to train the LDA model.
The model was tested with learning rates 0.5, 0.7 and 0.9 for different number of topics such as 10,15,20,25,30. It was estimated
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that the best model was with learning rate 0.7 and 10 topics (22,23). The document probability matrix was found. Each topic had
some meaningful terms and the most accurate one was chosen as the topic label. Each tweet was assigned a topic based on the
cumulative probability score of each token. Number of tweets under each topic is listed. Figure 2 presents the working of LSTM.

Fig 2. Performing Sentiment Analysis using LSTM

As a first step the sentiment is assigned to each tweet in the dataset. Then, positive tweets are encoded as 1 and negative
tweets are encoded as 0. The LSTM model is then used to perform sentiment analysis on dataset. The Accuracy of LSTM model
is obtained as 78 percent. The accuracy of the existing system is compared with the proposed system as shown in Table 4. The
comparison of LSTM model with other ML classifiers are depicted in the form of a Bar chart as given in Figure 3. Figure 4
presents the graph depicting different learning rates. And the inter-topic distance matrix is presented in Figure 5.

Table 4. Accuracy comparison

Classifiers Accuracy
Existing system (1) Proposed system

Naïve Bayes 72.38 74
Logistic Regression 78.72 79
KNN 56.18 75

Fig 3. Comparison
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Fig 4. Graph depicting the different learning rates

Fig 5. Inter topic Distance Matrix

3.4 Summarization

People’s opinion about various aspects obtained fromLDA topicmodeling are summarised usingT5 summarizer andPipelining.
User’s queries, comments and opinions regardingcovid-19likesymptoms, quarantining, and vaccines are also summarised and
a solution is provided for the same using an interactive chatbot.

Output: Summary (textformat)
Theoutput for both voice and text interface is provided.The rouge score is calculated between the summaries obtained using

T5 summarizer and pipelining.

3.5 Interactive Q/A System

The user can ask questions in either text or voice format. The given query will be compared with all the question in the dataset
and the one with the highest similarity score will be considered as the predicted question. Answers to queries about covid19
will be provided in text or voice format. If the question was irrelevant to covid-19 then the system tells the user that it was not
able to comprehend the question.

Output: Reply in text(voice) form
For Interactive Q/A system, the ’COUGH’ dataset containing FAQ questions about COVID is used. 960 questions and

answers related to the topics found from LDA topic modeling are present which is presented in Figure 6.
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Fig 6. Sample Input and output for interactive Q/A system using Voice Interface

3.6 Comparison with Existing System

In the proposed system 10 topics have been extracted from topic modelling using LDAwhereas the existing work used only 4 (4)

and 6 (2) topics. In this work the dataset size has been increased by extracting tweets using keywords when compared to existing
system (3), which was not sufficient there by limits the analysis. The proposed work considers emoticons while annotating the
input data. But the existing work (5) has not considered the sentiments in emoticons and hashtags of the tweets. Hence, the
classifier efficiency is hampered. The existing works considered only positive and negative class labels where the proposed work
considered positive, negative and neutral classes (6). The summary of comparison is given in Table 5.

Table 5. Existing vs proposed work
Comparison criteria Existing work [citation] Proposed work
Number of topics covered 6 (2) , 4 (4) 10
Dataset size 1300 tweets (3) 2500 tweets
Emoticons & hashtags Not considered (5) considered
Class labels Positive/negative (6) Positive/negative/neutral

4 Conclusion
Tweets related to COVID-19 were generated from Twitter API. The tweets were pre-processed using regular expressions. LDA
topic modelling was done and the tweets were classified into 7 topics. LSTM, RNN was used to analyse the sentiment of tweets
under each topic. The tweets under each topic are then summarized using T5 Summarizer and Pipelining. Queries related to
the found topics can be cleared using an interactive system which can accept input in voice or text format. The output can also
be presented in text or voice format. The performance of LSTM was compared with supervised machine learning classifiers like
NaiveBayes, MNB, Linear Regression, KNN and random forest and achieved accuracy of 74%, 74.5%, 76%, 74.5% and 75.5%
respectively. The proposed system achieved an accuracy of 79.5%.

Topicmodeling and sentiment analysis using LSTMwas done only for tweets related toCovid-19. It can be done for any other
dataset also. All the outputs are presented in Jupyter Notebook. The proposed models are integrated with a novel user-friendly
interface in the form of a web application to present the results of LDATopicModeling, Sentiment Analysis and Summarization.
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