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Abstract

Objectives: This study aims to explore the application of the Viterbi algorithm
for Part-of-Speech (POS) tagging in the Assamese language, focusing on
tagging out-of-vocabulary words. The objective of this paper is to assess the
algorithm'’s performance using various training and testing data ratios of 50:50,
70:30, and 90:10. Methods: The study utilizes the dynamic programming
capabilities of the Viterbi algorithm to determine the most likely sequence of
hidden states based on observable events. A corpus comprising approximately
50,000 words is employed to train the algorithm, with different ratios of
this data utilized for training and testing purposes. Findings: The Viterbi
algorithm achieves an accuracy of 86.34%, surpassing the state-of-the-art POS
taggers for the Assamese language. The experimental evaluation demonstrates
that the proposed approach outperforms previously existing research work
by achieving 6.14% higher accuracy in tagging out-of-vocabulary words,
highlighting its effectiveness in addressing the challenges associated with
less-resourced languages like Assamese. Novelty: The results of this study
contribute to the understanding and development of POS tagging techniques
in less-resourced languages like Assamese. The proposed approach not only
achieves superior performance in terms of accuracy but also showcases its
potential for improving POS tagging in similar linguistic contexts, surpassing
the achievements of previous research efforts.

Keywords: Assamese; NLP; Outofvocabulary; POS Tagging; Viterbi Algorithm

1 Introduction

Parts-of-Speech (POS) Tagger is one of the most important components in the
development of applications in different fields of Natural Language Processing (NLP).
POS tagging, also known as grammatical tagging is the process of labeling a word
in a sentence as relating to a part of speech, based on both its definition and its
context)). POS tagging is employed as a preprocessing activity by other Natural
language processing (NLP) applications like machine translation and relation extraction
to enhance their performance, it is a crucial study area to achieve high-quality research
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in other NLP areas®?. An example of POS tagging is given below,

For example, For example, SIR<PPR>TZS<IINT> TN P<AMN>SIR<VM>TF<VA> I<PUN> / Tai | bohut polom koi bhabi pale/She understood
very late.

Here, “B[%/tai” is a pronoun, “W/polomkoi" is an adverb, “©Ifd/bhabi” is a main verb, “HI(1/pale” | is an auxiliary verb, and “I/.”
is a punctuation mark. Pronouns, adverbs, verbs, and punctuation marks are the POS tag of a sentence.

In the context of Assamese language processing, an important aspect of POS tagging is handling out-of-vocabulary (OOV)
words. OOV words are those that are not present in the predefined vocabulary or training data used by a POS tagger. The
presence of OOV words poses a significant challenge for accurate tagging. To address this challenge, this study focuses on
the development of a POS tagger for handling OOV words using the Viterbi algorithm. The Viterbi algorithm uses contextual
information to assign the most likely POS tags to OOV words based on their surrounding words ). It improves tagging accuracy
by considering the context of a particular word.

Assamese is the most eastern Indo- Aryan language spoken in India, with 30 million people speaking it primarily in Assam ().
Assamese is a subject-object-verb (SOV) structured language with a strong morphological base. POS tagging in Assamese is a
challenging task because of the ambiguity present in Assamese words. For example, the word “f/robi” neans “Sun’, It could
also be the name of someone. In these cases, POS of the word“f/robi” is noun. But another meaning of “J(/robi” s to tell
someone to stop, where the POS tag of the same word changes to a Verb. A POS tagger should identify this kind of ambiguity
and be able to tag each word accurately depending on its contextual meaning.

In the domain of POS tagging for the Assamese language, there is a noticeable scarcity of research work and high-performing
taggers specifically designed to handle unknown or OOV words. OOV words pose a significant challenge in the accurate tagging
of words, as they are not included in the training corpus and lack predefined tags. The limited existing research on OOV word
tagging in Assamese signifies the need for further exploration and advancements in this particular area. While various POS
taggers have been developed for Assamese, their focus has primarily been on well-represented words rather than addressing
the challenges posed by OOV words. This research gap highlights the significance of developing specialized taggers that can
effectively handle OOV words in Assamese. Constructing a comprehensive corpus that includes every word in a language is an
arduous task, given the continuous creation of new words or variations of existing ones. Currently, there is only one existing
POS tagger for Assamese that addresses OOV words, but it uses a very small corpus. Recent research in POS tagging does not
specifically focus on tagging OOV words ). In comparison, POS taggers developed for other languages achieve higher accuracy
due to extensive research efforts and the utilization of larger datasets . In the course of developing this paper, POS tagging in
other low-resource languages, such as Dogri ) and Nyishi ), has also been studied.

The primary contribution lies in the development of a tailored POS tagger that effectively handles OOV words, improving the
accuracy of POS tagging in the Assamese language. Additionally, this research contributes to the linguistic resources available
for Assamese language processing by creating a corpus comprising approximately 50,000 words. This corpus serves as a valuable
asset for further research and development in Assamese, enabling researchers to explore various aspects of language processing
and analysis.

In this paper, we present POS tagging for unknown words in Assamese. Section 2 of this paper describes the methodology of
the presented research work. In Section 3, the result obtained from this work and an analysis of the performance is presented,
and a comparison between the proposed work and already existing research work in POS tagging of the unknown word for
Assamese is shown. Section 4 is the conclusion of this paper, and the future scope of this research work is also discussed.

2 Methodology

In this section, we present different steps that have been followed in our proposed work. Figure 1 shows a pictorial diagram of
the presented POS tagger using the Viterbi algorithm.

2.1 Tagset

The tagset we used was developed by CIIL Mysore Assamese tagset. There is a total of 13 primary tags in the tagset. The
primary tags are then expanded into further sub-categories which combine up to total of 38 tags. The List of tags that are
present in CIIL Mysore tagset are, Common Noun (NC), Proper Noun (NP), Verbal (NV), Spatio-temporal Noun (NST),
Pronominal Pronoun (PPR), Reflexive Pronoun (PRF), Reciprocal Pronoun (PRC), Relative Pronoun (PRL), Wh-pronoun
(PWH), Absoluteive Demonstrative (DAB), Relative Demonstrative (DRL), Wh-demonstrative (DWH), Adjective Nominal
Modifier (J]), Quantifier Nominal Modifier (JQ), Intensifier Nominal Modifier (JINT), Main Verb (VM), Auxiliary Verb
(VA), Manner Adverb (AMN), Location Adverb (ALC), Post- position (PP), Co-ordinating Particle (CCD), Subordinating
Particle (CSB), Interjection Particle (CIN), (Dis)Agreement Particle (CAGR), Delimitive Particle (CDLIM), Dedative Particle
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Fig 1. Pictorial diagram of the proposed work

(CDED), Dubitative Particle (CDUB), Similative Particle (CSIM), Other Particle (CX), Real Numeral (NUMR), Serial Numeral
(NUMS), Calendric Numeral (NUMC), Ordinal Numeral (NUMO), Reduplication (RDP), Residual (RD), Unknown (UKN),

Punctuation (PU).

2.2 Data

The corpus that we are using is developed in EMILLE project, which is a machine-generated corpus®. We manually annotated
a portion of the data from that corpus because it contains several incorrectly tagged words and some noisy data. The Assamese
tagset created by CIIL Mysore is the foundation of the corpus. A linguistic expert from the Department of Assamese, Dibrugarh
University, India, reviewed and corrected the dataset after it was manually annotated. The inaccurate or noisy words are marked
with a red box inFigure 2, which displays some of the incorrectly tagged words and noise found in the machine-generated

corpus.

STe=E NC -
CTeit NC_-
ZANC -
IFINC -
|FAITNC_-
TERENC |
[CemNC -
wFE VM -
StaEI NG -
TAYNC -

| /ENC_-

| EZETe |
TS PP -
IPUN -
HSMINC -
S II -
33 -
TGS NC -
&AVYM -
TON.A%NE NC -

IOINC -

IPUN -

Fig 2. Incorrect and noisy data in the corpus
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After correction, the data were transformed using some Python code into the necessary form so that they could be utilized
as input for the POS tagger. The input data used to train the POS tagging model is depicted in Figure 3. The dataset that we used
for our research included about 50,000 tagged words.

[(925F6T, "NC'), (CHfSAmMPIEET, 'ne), (WSS, Cannt), (NG, cwe), (oW, 'ne'), (W@, cwet),
[ (=, 'net), (fE8eEt, nery, RewEe, wer), (oNEFEWET, wet), (CIRET, ‘av'), (OIS, ‘nC'),
[ (SRS, 'nC'), ('ﬁ'\s‘ﬂe WP'y, (R, 'PPR'), (‘@fERAml', 'nc'), (‘WEWORA', 'nc'), (TN, Cnety, (e
[ (B, ‘e, (@, Ne'), (L0, PUN'), (TR, 'nC'), (43, 'PPR'), (‘&fSAm, 'nc'), (TR,
[ (FoAfes, 'Ne'), (@emded’, 'ne'), (RemmE, nety, (oEst, nc'y, (SRR, Cne'), (CWSfRTET, hc
[ (=G, 'Np'), (‘HEME, e, (TS, 'ne'), (SRR, ne'), (fermrmst, cnet), (CG®EST, ne'), (
[ (9900, '23Y), ("SfememMSeR, 'ne'), (‘SfesTar, Cwnct), (SR, we'), (CSEEWEt, Cne'), (10, CPun'),
[ (88M', 'nc'), CAREEY, 'Np'), (‘WNET, ‘we'), (CMefite', ‘wc'), ("W, ‘cep'), (WS, '33'), (CNSIENE
[ CRER, 31, (é??ﬁ!‘f{\b:ﬁ 'NC'), ("R, 'NC'), ((CF&Ee', 'nC'), ("4B', 'ppr'), (fRrAMNGT, 'nc'y, (
[ (ﬁ—r@'ﬂa’ e, (PGS, 'ne'), ("SI, '33°), (PO, '330), (@RS, nct), (fRemr, twet),
[ (4633, "we'), (e, 'we ), (BEHAIRY, CNC'), (CWEIRS', CnC'), (CCBEN, CNe'), (B, CNR'), (e
[ ('%ﬁ?ﬁ', NC'), (aﬂfﬁr', Ne'y, (A, ww), (RemmaE, we), IS, ne'), (CAGRE, 'wet), (R
[ (P, 'nety, ("W, cep'), (CAGEIGR, CNC'), (CVMERIS', 'nC'), (ORI, 'ep), ('¥F', ‘137, (TR,
[ (ofezma, 'nc'y, ("COEl’, 'nc'), (‘EN, Cwe'), ('IHI, CNP'), (‘HAN, 'NC'), (CTIVE, CWp'), ((FW,
[ (&, wey, (wsE, 330y, e, a3y, ¢ssE®er, net), (@mEr, tww'), (‘mfﬁﬂ?, ey, ('
[ ("Cv*1", 'NC), (’im%ﬂa', ‘NC'), ('9iEt, 'cen'), ('ETfG', VM), (TEIRTY, 'wm'), (IR ¥, 'NC' )5 ( ‘T\ﬁ?

[ (G9IET, 'ne'), (CSfES, 'Ne'), (CRIE-NewE , Cnc'), (WRE, ‘cep'), (TSI, 'Ne'), (@EE NCTY, (

[ (offe=, 'nc'), ("GGH', 'NUMR' ), (=, ey, (TG, ey, (CFET, ey, (AN, Cwe'), (AR, CNe

[ (EEwen, 'ne'y, ('Wﬁm‘m', WP'), ("SISEIS, 'NC'), ((CE', wa'), (AW, 'nc'), (PR, ocnety, (RO

[ (FE, 'perY), ('dWel', 'nct), (f, ney, (CTEE, nc'), (CSfESEE, nct), (mai‘a', ‘av'y, (CCTET
[ (PR, ‘ne'), (TR, vw), (CHRIY, 'ww'), (CERAE, Cne'), (W', 'cep'), (CGENE, 'we'), ('G%,

[ ("G&E", 'ne'), (’Céﬂﬁ’ﬁ‘, ‘NC'), ('SR, 'np'), ('CWR', 'PPR'), ('(FEl®’, 'NC'), ('Wﬁﬁﬁ‘, NPy, ("9

Fig 3. Corrected data used for training and testing

2.3 Viterbi Algorithm

The Viterbi algorithm is a statistical approach that aims to find the optimum role sequence from a given set of data!?),
The Viterbi algorithm uses dynamic programming that avoids the polynomial expansion of breadth-first search (BES). This
algorithm computes the most likely tag sequence by computing the probability of each search state. It mainly works based on
the number of assumptions it makes (©.

Each state at time t is examined by the Viterbi algorithm, along with all of the transitions leading up to that state. It chooses
the transition with the highest metric, or the one that is most likely to happen, out of all the possible transitions. One of the
transitions is selected at random as the most likely transition if two or more transitions are discovered to have the same optimum
matrices. This greatest metric is then assigned to the survivor path metric for the state. Following that, the Viterbi algorithm
discards all other transitions into that state and adds this state to the survivor path of the state at (t — 1), where the transition
originated. Hereafter, this becomes the survivor path of the state under consideration at time t. The same operation is performed
on all the states at time t, after which the VA moves onto the states at (t + 1) and performs the same operations on those states.
When we reach time (t = T) (the truncation length), the VA determines the survivor paths again, but this time it must also decide
which of these survivor paths is the most likely. This is accomplished by determining the survivor with the highest metric; if
more than one survivor has the highest metric, the most likely path taken is chosen at random. The Viterbi algorithm then
returns the survivor path as well as the survivor metric 1V,

2.4 Testing and validating data

The developed POS tagging model is fed with the training data. For testing purposes, first of all, we calculated the number of the
unknown words present in the testing data. Then we test the model with the testing data and calculate the accuracy of tagged
unknown words. We divided the corpus into different ratios for testing and training. For testing and training, we divided the
corpus into several ratios. We evaluate the model using precision, recall, f1-score, and accuracy metrics for each case.

3 Results and Discussion

The outcome of the suggested work is discussed in this section. Our corpus was divided into three different ratios: 50:50, 70:30,
and 90:10. We used 50% of the complete corpus as training data and 50% as testing data for the first experiment. We used 70%
and 90% of the whole corpus as training data for the second and third experiences, and 30% and 10% as testing data, respectively.
For the evaluation of the result, we used evaluation metrics such as precision, recall, F1-score, and accuracy. Formulae for
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calculating precision, recall, F1-score, and accuracy are:

o TP
Precision = ————— (1
TP+FP
TP
Recall = ———— )
TP+FN

Precision x Recall
F1-— = 3
seore Precision + Recall ®

| TN +TP W
ccuracy =
YT TNYFPLTP+FN

Where,

TP=True Positive

FP=False Positive

TN=True Negative

FN=False Negative

The result achieved from our research work is shown in Table 1. It is observed from the result that, the highest accuracy i.e.,
86.34% was obtained when the training and testing data ratio was 90:10.

Table 1. Result

SL No. Ratio of training and  Precision Recall F1- score Accuracy
testing data

1 50:50 83.70% 83.70% 83.70% 83.70%
70:30 85.25% 85.25% 85.25% 85.25%
90:10 86.34% 86.34% 86.34% 86.34%

The performance of the developed POS tagger from our research work is tested by dividing the corpus for training and
testing data into three different ratios as mentioned above. In the first case, when the testing and training data ratio was 50:50,
the tagger shows less accuracy than in the other two cases. Whereas, dividing the corpus into 90:10 ratio shows the highest
accuracy of the POS tagger. The occurrence of each tag in the training data when the ratio is 90:10 is shown in Table 2.

Table 2. Occurrence of each tag in the training data

Tag Occurrence

VM 0.0777873010725289
NC 0.6128240172345897
PRL 0.0025481248117862356
NP 0.020222845097176215
CSB 0.0006486135884546781

JINT 0.0011350737797956867
NUMR  0.006648289281660451
NV 0.0020384998494289886
NST 0.00419282355393917
NUMC  0.00011582385508119252
PP 0.00850147096295953
AMN 0.02230767448863768
PWH 0.0015983692001204568
CCD 0.04334128657138224
RDP 0.0006717783594709166
NUMO  0.00039380110727605457

Continued on next page
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Table 2 continued

RDF 0.00023164771016238503

CX 0.01053997081238852
DWH 0.00027797725219486205
]Q 0.004679283745280178
AV 0.00018531816812990804
VA 0.01348189673145081
MV 4.632954203247701e-05
PPR 0.04642220111654196

1] 0.03875466191016702

The proposed POS tagger based on the Viterbi algorithm for unknown words achieves higher accuracy than the previously
existing POS tagger for unknown words in Assamese. Although there is only one state-of-the-art study available for the
Assamese language that provides accuracy measurements for OOV words using their tagger, this area of study remains relatively
unexplored. Therefore, there is a significant research gap regarding the specific challenges associated with accurately tagging
OOV words in Assamese. A comparison is shown in Table 3.

Table 3. Comparison between existing work and proposed work

Reference Accuracy
(12) 80.20%
Proposed Approach 86.34%

The quality of the data used for training and testing the proposed POS tagger plays a crucial role in determining its
performance. Also, the size of the dataset used in the proposed POS tagger, i.e., 50,000 words, is higher than the previously
existing work 1?) which used a dataset consisting of 25,000 words. The importance of dataset size and quality cannot be
overstated, as they directly impact the effectiveness of the POS tagger. The dataset used in this research is meticulously annotated
and can serve as a valuable resource for future Assamese NLP research. The availability of such a dataset contributes to the overall
development of resources and tools for Assamese language processing, fostering further advancements in the field.

However, it is important to acknowledge the limitations of our POS tagger. Firstly, since there is only one previous work
available for comparison, it becomes challenging to provide a comprehensive assessment of our tagger’s performance against a
range of different approaches. The lack of multiple baselines and comparative studies restricts our ability to draw more robust
conclusions about the effectiveness of our tagger in comparison to a wider range of methodologies. Moreover, the accuracy of
the proposed approach for tagging OOV words could be improved using deep learning approaches.

4 Conclusion

This study emphasizes for the construction of a Viterbi algorithm-based POS tagger specifically tailored for the Assamese
language to handle OOV words. The experimental evaluation is conducted using a meticulously annotated corpus of
approximately 50,000 words along with their tags, and various training and testing data ratios are explored. Different
combinations of training and testing data were examined, such as 50:50, 70:30, and 90:10 splits. The results clearly demonstrated
that the proposed POS tagger outperformed existing Assamese taggers in tagging unknown words. Notably, it achieved an
accuracy of 86.34%, with the best results obtained using a 90:10 training and testing data ratio.The results demonstrate the
superior performance of the proposed POS tagger compared to existing Assamese POS taggers in terms of tagging unknown
words. This research contribution not only benefits POS tagging in Assamese but also holds potential for application in other
NLP research fields within the language.

The result emphasizes the importance of using accurate and high-quality data for training and testing, which significantly
contributes to the POS tagger’s enhanced performance. However, it also acknowledges the scope for further enhancement.
Future directions include expanding the size of the corpus and exploring alternative approaches to develop a POS tagger that
can provide even more precise and accurate tagging results for unknown words in Assamese. These future endeavors aim to
address the existing limitations and advance the state-of-the-art in Assamese POS tagging for improved language processing
and analysis.
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