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Abstract
Network Traffic analysis is an important part of network security. With the
increase in the usage of internet, new kinds of network security threats are
becoming prominent. One of the biggest threats to it is the Distributed Denial
of Service (DDoS) attack. Objective: The primary objective of our work is to
create a DDoS dataset and to classify the attack based on its behavioural anal-
ysis. Methods: For creating a DDoS dataset, a proper virtual lab environment
is set-up. After setting up the environment and virtual network, DDoS attack
is performed on the victim machine and the network traffics are captured.
Along with the DDoS data, benign network traffics are captured as well. After
creating the dataset, different features are extracted from the network traf-
fics and finally used different Machine Learning approach for classifying the
features whether the traffics are benign traffics or DDoS traffics. Findings:
From the experimental result, it is clear that the proposed method can create
DDoS traffic and classify different types of DDoS attacks in an efficient manner.
From the result analysis, it is seen that the KNN clustering algorithm performs
better classifications than the other machine learning algorithms. Novelty:
The primary novelty in the proposed work is about the dataset that has been
created. The DDoS dataset that is used in the proposed work is heterogeneous.
The dataset includes DDoS traffics from both the global internet and local net-
work. On this data, among most of the primary machine learning algorithms,
Random Forest and K-Nearest Neighbour Classifier performs better with clas-
sification accuracy of 99.44% and 99.58%.

1 Introduction
One of the most prominent and costliest network security threats is the Distributed
Denial of Service (DDoS) attack. A DDoS attack occurs when an attacker compromises
a huge number of computers and then uses those computers to flood a server with an
overwhelming number of packets. A DDoS attack is an attack on the availability of the
system. Therefore, detection of DDoS attack is becoming very important for preventing
the system and resources.

Jiahui Chen and their team proposed a flexible and easily configurable machine
learning model for network traffic classification (1). They used the statistics of sequences
of packets to differentiate between known traffic from unknown traffic. Their method
of classification is mainly based on likelihood estimation.
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T. P. Fowdur and their team investigated the performances of various network traffic capturing tools for feature extraction
and also find the efficiency of various machine learning algorithms (2). They used six different Internet applications and two
different network anomalies. In their experiment, it is found that ColasoftCapsa network capturing tool performs better than
the others tools in terms of classification.

Pranita Mane and their team approached Naïve Bayes algorithm and Support Vector Machine for classifying the network
traffics as benign or DDoS (3). They have designed a system which consists of various operations like capturing packets,
processing of the data and classifying them.

OnsAouedi and their team proposed methods for finding the most relevant features for network classification. They
compared the components of various features in the classification process. Then used tree-based machine learning algorithm
for classifying the data (4).

Mohsen Ghasemi and their team addressed the security risks posed of Internet of Things (IoT) (5). The paper emphasizes the
importance of considering social engineering as a significant threat to IoT security, as human trust and interactions are integral
parts of the IoT ecosystem.

Y. N. Soe and their team had designed and developed an artificial neural network model for classifying botnet traffic (6).
They used the BoT-IoT and implemented a data re-sampling technique, SMOTE to balance the data. From the result it has been
observed that the system was quite effective with a basic configuration of Artificial Neural Network (ANN).

Jiangtao Pei and their team (7) proposed an approach to classify DDoS traffic using random forest machine learning classifier.
From the literature, it is seen that the DDoS classifications are performed either on the global internet or on a specific local

network which makes the classifier model more environment specific. In the proposed work, we have used heterogeneous
dataset and performed classification on the extracted features of this data which make the classifier model more flexible for the
classification task.

Ali T.E. and their team (8) approached a machine learning and deep learning-based classification techniques for detection of
distributed denial-of-service (DDoS) attacks in software-defined networks (SDNs).They have focused on the types of detection
approaches, methodologies, strengths, weaknesses, benchmark datasets, pre-processing strategies, and performance metrics
employed.

Kumari K and their team introduced a mathematical model to address the significant threat posed by Distributed Denial of
Service (DDoS) attacks (9). These attacks impair a server’s ability to provide resources to legitimate users, resulting in decreased
bandwidth and buffer size. Machine learning algorithms, namely Logistic Regression and Naive Bayes, are employed for
detecting both attack and normal scenarios. The CAIDA 2007 Dataset is utilized for experimental analysis, training, testing,
and validation of the algorithms. The Weka data mining platform is utilized for implementation, and the study’s results are
analyzed and compared with other machine learning approaches for detecting denial of service attacks.

This paper is organized as follows. Section 2 provides the methodology used Section 3 provides the result and discussion
and Section 4 discusses the Conclusion.

2 Methodology
From literature, it is observed that most of the studies are conducted on the data of a single network architecture or a single
type of network, i.e., local area network or global network for which the trained model becomes more network specific. Along
with that, usage of neural network makes the model more weighted. In order to overcome these problems, in this work, a novel
heterogeneous dataset is created and extracting the features out of these data, lightweight machine learning classifiers are used
to classify these data. The flow diagram of the methodology is as shown below (Figure 1).

In order to simulate DDoS attacks and capture the network traffic, a virtual environment and a virtual network is set-up.
After doing so, from different endpoints of the network, DDoS attack is performed on the victim machine using LOIC (Lower
Ion Orbit Cannon), which is a DoS and DDoS traffic generator. LOIC simulates DDoS attack by sending a huge amount of TCP
SYN request to the victim machine. In the virtual environment and network, DDoS attack is performed using the tool. To make
sure that the packets captured actually simulate packets coming from multiple computers, we have used multiple threads. This
is done so that this simulation comes as close as possible to that of a real-world DDoS attack.

The network traffics have been captured in the victimmachine usingWireshark. To capture the normal packets, we have used
Wireshark.Wireshark is a free and open-source network protocol analyzer (8) throughwhich network traffic can be captured and
analyzed. The normal flow of packets in the network is captured for an instant of time and exporting the packets as .pcap files,
these packets are labeled as benign traffic. While performing the DDoS attack, the packets are captured as well and exporting
as .pcap files, these packets are labelled as DDoS traffic. The data has been recorded for approximately 14 days.

To distinguish DDoS traffic from regular network traffic, it is necessary to apply packet filtering techniques to the captured
network traffic. Based on the type of the packets sent by LOIC, the normal andDDoS packets are distinguished. Now, the benign
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Fig 1. MethodologyWorkflow Diagram

and DDoS traffic of global network is added to the collected data and labelled accordingly.
Now from this heterogeneous dataset, different feature vectors are extracted. Features are extracted by applying a sliding

time window of 500 milliseconds on the data. For each time window, a total of 16 features are extracted and accumulated. The
extracted features are as shown below.

(i) Tcp_frame_length: It is the total length of a TCP packet in the datalink layer.
(ii) tcp_ip_length: It is the total length of a TCP packet in the network layer.
(iii) tcp_length: It is the total length of a TCP packet in the transport layer.
(iv) udp_frame_length: It is the total length of a UDP packet in the datalink layer.
(v) udp_ip_length: It is the total length of a UDP packet in the network layer.
(vi) udp_length: It is the total length of a UDP packet in the transport layer.
(vii) num_tls: It is the total number of TLS connections in a particular time window.
(viii) num_http: It is the total number of HTTP packets in a particular time window.
(ix) num_dhcp: It is the total number of DHCP packets in a particular time window.
(x) num_dns: It is the total number of DNS packets in a particular time window.
(xi) num_tcp: It is the total number of TCP packets in a particular time window.
(xii) num_udp: It is the total number of UDP packets in a particular time window.
(xiii) num_igmp: It is the total number of IGMP packets in a particular time window.
(xiv) num_connection_pairs: It is the total number of connected pairs in a particular time window.
(xv) num_ports: It is the total number of ports in a particular time window.
(xvi) num_packets: It is the total number of packets in a particular time window.
Now, the number of transport layer protocols and number of application layer protocols is calculated. The result of the

number of packets containing various transport layer and various application layer protocols are as shown in Table 1.

Table 1. Distribution of Transport Layer Protocol and Application Layer Protocol
Protocols Layers No. of packets Percentage
TCP Transport Layer 250117 91.58%
UDP Transport Layer 22981 8.42%
HTTPS Application Layer 261669 96.16%
DNS Application Layer 10257 3.77%
HTTP Application Layer 125 0.05%
DHCP Application Layer 33 0.01%
BOOTP Application Layer 33 0.05%
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After extracting the most important features out of the dataset, now different machine learning classifiers such as Logistic
Regression, Decision Tree, Random Forest, K-Nearest Neighbor, Naive Bayes, Support Vector Machine etc. are trained using
the extracted features. For each classifier, performance matrix is evaluated and based on it, classification accuracy and different
sensitivity analytic parameters such as precision, recall, f1 scores are calculated.

3 Results and Discussion
In the proposed researchwork, a total of six binary classification algorithms namely Logistic Regression,DecisionTree, Random
Forest Classifier, K-Nearest Neighbors Classifier, Naïve Bayes Classifier and Support Vector Machine has been taken into
consideration in order to draw comparison by the dataset that has been created. Performance of each classifier algorithm is
compared based on its confusion matrices. The derived confusion matrices for each of the classifiers are as shown in Figures 2,
3, 4, 5, 6 and 7.

Fig 2. Confusion matrix for Logistic Regression

Fig 3. Confusion Matrix for Decision Tree Classification

Based on the confusion matrix, different performance calculation parameters such as Accuracy, Precision, Recall are
evaluated. Table 2 shows the value of the various parameters of the classifier.

From the performance evaluation of the classifier algorithms, it is found that random forest classifier and k-nearest neighbors
classifier perform the best with an accuracy of 99.58% and 99.44% respectively. Ravipati Rama Devi and their team (10), have
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Fig 4. Confusion Matrix for Random Forest Classifier

Fig 5. Confusion Matrix of K-Nearest Neighbors Classifier

Fig 6. Confusion Matrix of Naïve Classifier
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Fig 7. Confusion Matrix of Support Vector Machine

Table 2. Various parameters of the classifiers
Classifier Precision Recall F1 Score Accuracy
Logistic Regression 0.9955 0.9180 0.9552 0.9569
Decision Tree Classifier 0.9958 0.9934 0.9946 0.9950
Random Forest Classifier 0.9972 0.9937 0.9955 0.9958
K-Nearest Neighbor Classifiers 0.9947 0.9933 0.9940 0.9944
Naïve Bayes 0.9870 0.8849 0.9332 0.9350
Support Vector Machine 0.9982 0.9210 0.9580 0.9594

presented a comparative analysis of the performance of themachine learning algorithms such as Decision Tree, RandomForest,
Support Vector Machine and Naïve Bayes on the KDD-99 and NSL-KDD dataset. They evaluated the algorithms based on the
accuracies of the models. The comparative analysis of the machine learning classifier algorithms in terms of accuracy, using the
NSL-KDD and KDD-99 dataset and the proposed heterogeneous dataset are as shown in Table 3 .

Table 3. Comparitive study of Different Machine Learning Classifier Algorithm in Terms of Accuracy
Dataset Logistic

Regression
Decision Tree
Classifier

Random Forest
Classifier

K-Nearest
Neighbor
Classifiers

Naïve Bayes Support Vector
Machine

KDD-99 79.7% 81.05% 99.0% 94.17% 92.4% 83.09%
NSL-KDD 97.4% - 99.7% - 89.5% -
Proposed Het-
erogenous
Dataset

95.69% 99.50% 99.58% 99.44% 93.50% 95.94%

4 Conclusion
As the popularity and demand for IoT devices continue to soar, they have become increasingly attractive targets for malicious
actors. Nowadays, a wide range of everyday items, such as light bulbs, outdoor cameras, andwatches, are interconnected viaWi-
Fi with limited security measures in place. Recent research highlights the vulnerability of these ubiquitous devices, serving as a
growing attack surface, especially considering the abundance of sensitive data stored on connected smartphones. This project
focuses on combating DDoS attacks independent of network architecture or type.

In this paper, a flexible lightweight machine learning based approach is introduced to mitigate Distributed Denial of
Service (DDoS) attack which is independent of network structure. For which a heterogeneous dataset is created that contains
DDoS network traffic of local area network as well as global network. Extracting 16 different important features out of the
dataset, different lightweight machine learning classifiers are used in order to classify the benign and DDoS traffic. From the
experimental result, it is clearly visible that the proposed approach is efficient for classifying DDoS attacks independent of
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network architecture.
In the future this model can be used in the real-world server for classifying DDoS attacks and to mitigate it. Another future

work that can be done is to use unsupervised learning to classify network traffic.
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