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Abstract
Objectives: To study and tackle the impreciseness, vagueness and hesitancy
involved in one of the decision-making problems say matrix games. This paper
has done it using the most apt and innovative tool, Pythagorean Fuzzy sets.
The objective of the paper is to define the Mathematical model of Pythagorean
Fuzzy Matrix Game, study its properties and develop an innovative algorithm
to solve it. These innovative concepts are made lucid through numerical
illustrations.Methods: Thematrix games solved using Fuzzy optimization tools
and Intuitionistic fuzzy optimization techniques are analyzed. We came to the
conclusion that the hesitancy associated with choosing strategies for players
and payoff are not fully considered. Hence the strategy Pythagorean fuzzy
optimization tool is used. The data set considered in this study are collected
from a faculty of Physical Education Department in a college. Using the
innovative algorithm and data set collected the study is completed. Findings:
The Pythagorean fuzzy Expected Payoff function and a new ranking function
for Pythagorean fuzzy number is found out in this paper. Moreover, the notion
of Pythagorean Fuzzy Saddle point is also proposed in this paper. Thenwe have
introduced a novel algorithm called PythagoreanMinimax Dominian Algorithm
to solve Pythagorean fuzzy game problem and it is illustrated through two
numerical examples involving two situations. Novelty: This study explored
concepts of game theory under Pythagorean fuzzy environment. The outlined
mathematical model of Pythagorean fuzzy matrix game and the algorithm to
solve it is novel in the research field.
Keywords: Pythagorean fuzzy set; Pythagorean fuzzy Number; Pythagorean
fuzzy Matrix Game; Pythagorean fuzzy saddle point; Pythagorean fuzzy
Expected payoff function

1 Introduction
Multi – Criteria Decision Making has now occupied a dominant space in the research
field. The asymmetric and uncertain information available in many of multi criteria
decision-making situations has raised the hope of multi criteria decision-making with
fuzzy sets (1). Game theory is evidently a decision-making problem. It has two or more
autonomous decision makers called players, having conflicting interests who act
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strategically to find a compromising solution (2). As we rely on game theory to model some practical problems which we
encounter in our real-life situations, the players of the game are not able to evaluate exactly the outcomes of game due to
uncertain and asymmetric information between players. Fuzzy matrix games were studied by Yang in 2020 (3). Intuitionistic
fuzzy matrix games solved the shortcomings of Fuzzy matrix game theory (4). To cope up with situations where hesitancy
need to be considered, it was Yager who constructed Pythagorean fuzzy set [PFS] (5). It is an advanced tool over fuzzy sets
and intuitionistic fuzzy sets to deal with vagueness and hesitancy (6,7). The advantage of PFS is that, it relaxes the condition
demanded by intuitionistic fuzzy sets by satisfying the conditions, µ + ν ≤ 1 or µ + ν ≥ 1 with µ2+ ν2+ Π2 =1 (8,9). Obviously
it is a generalization of IFS (10,11). PFS has attracted researchers in diverse fields especially in operations research and decision-
making (12,13).

In this paperwe are galvanized to explore the resourcefulness of PFS in solving gameproblemby applyingmaxi-min principle
of game theory from Pythagorean fuzzy context. This paper advances in the following manner: In section 2, a brief review of
the preliminary concepts related to PFS and game theory is discussed. In section 3, the Methodology is discussed. It is followed
by themathematical model of Pythagorean fuzzy matrix game which is formulated along with some basic definitions and a new
ranking function for Pythagorean fuzzy number, novel algorithm called Pythagorean Minimax Dominian Algorithm to solve
Pythagorean fuzzy game problem and its illustrations through numerical examples are discussed in section 4. Finally, section 5
includes the concluding remarks of this paper followed by references.

2 Preliminaries

2.1 Pythagorean fuzzy set (PFS) (6,9)

Let X be a universal set. Then a Pythagorean fuzzy set is
Ãp={⟨x, µA(x), νA(x)⟩/x ε X}
µA(x): X→[0,1] is the degree of membership of x ε X to Ãp, νA(x): X→[0,1] is the degree of non-membership of x ε X to Ãp

with µA(x)+ νA(x) ≤ 1 or µA(x) +νA(x) ≥1 and 0 ≤ µA(x)2+ νA(x)2 ≤ 1.
Now ΠA(x): X→[0,1] is the degree of hesitation of x ε X to Ãp is defined as

ΠA (x) =
√

1−µA (x)2 −νA (x)2

So that µA(x)2+νA(x)2+ΠA(x)2=1.

2.2 Pythagorean fuzzy number (PFN) (6,9)

A Pythagorean fuzzy set can be represented as a Pythagorean fuzzy number which is an ordered pair,
Ãp = (µA, νA)

Then the degree of hesitation is given by ∏A =
√

1−µ2
A − v2

A

2.3 Arithmetic operations of Pythagorean fuzzy number (6)

Consider two PFN Ãp=(µ1, ν1) and B̃p=(µ2,ν2)
Different arithmetic operations can be defined on PFN as follows:
(1) Union : Ãp ∪ B̃p = (Max(µ1,µ2 ),Min(ν1,ν2,))

(2) Intersection : Ãp ∩ B̃p = (Min(µ1,µ2) ,Max(ν1,ν2,))

(3) Addition : Ãp ⊕ B̃p =
(√

µ2
1 +µ2

2 −µ2
1 µ2

2 ,ν1ν2

)
(4) Multiplication : Ãp ⊗ B̃p =

(
µ1µ2,

√
ν2

1 +ν2
2 −ν2

1 ν2
2

)
(5) Scalar multiplication: λ Ãp =

(
1−

(
1−µ2

1
)λ

,νλ
1

)
(6) Complement: Ãc

p = (ν1,µ1)

Payoff (2)

Payoff is the quantitative measure of satisfaction a player gets at the end of a play in a game.
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2.5 Two person zero sum game (2)

A game with two players, player I and player II, where the payoff to player II is the negative of the payoff to player I in each play
of the game so that the total sum of payoff is zero.

2.6 Matrix game (2)

Matrix game is a two person zero sum game. It is defined by amX nmatrix A = [ai j]mXn, where i ε { 1,2,...m}, j ε {1,2,...n}, ai jare
real numbers and A is called the payoff matrix. Here the two players, player I (row player) has m choices/ strategies and the
player II (column player) has n choices or strategies available to them. If the player I choose to play choice i without knowing
the choice of player II and player II choose to play choice j irrespective of the choice of player I, the payoff to player I is ai jand
the payoff to player II is - ai j . Both players want to choose strategies that will benefit their individual payoff. The payoff matrix
A is given by

II1 II2 ... IIn

A =
I1
I2

[
a11 a12 ... a1n
a21 a22 ... a2n

]
Im am1 am2... amn

2.7 Mixed strategy and pure strategy (2)

A mixed strategy of player I is a probability distribution X over the rows of A, i e, an element of the setX = {X =
(x1,x2, ...xm)εRm,xi ≥ 0, ∑m

i=1 xi = 1}
Equivalently a mixed strategy of player II is a probability distribution Y over the columns of A ,ie, an element of the set
Y = {Y = (y1,y2, ...yn) ε Rn, y j ≥ 0∑n

j=1 y j = 1}
A strategy α iof player I is a pure strategy if it does not involve any probability, i e., α i is an X ε Xwith xi=1 for some i=1,2,...m.
We denote the set of pure strategies of player I by SI={α1,α2,...αm}
A strategy β j of player II is a pure strategy if it does not involve any probability. i e, β j is a Y ε Ywith y j=1for some j=1,2,...n.
We denote the set of pure strategies of player II by SII={β 1,β 2,...β n}

2.8 Maximin and minimax principle (2)

The player I, who is the maximizing player lists the worst possible outcomes of all his potential strategies, then he will choose
that strategy, the most suitable for him which corresponds to one of these worst outcomes. This is called Maximin principle of
player I. In short, it is Maxi Min j [ai j]

The player II who is the minimizing player lists the best possible outcomes of all his potential strategies, then he will choose
that strategy, the most suitable for him which corresponds to one of these best outcomes. This is called Minimax principle of
player II. In short, it is Min jMaxi [ai j]

2.9 Dominance principle (2)

Dominance principle is used to reduce the size of the payoff matrix by deleting those strategies which are dominated by others.
The general rules of dominance are:

(1) If all the elements of a row say kth row are ≤ the corresponding elements of any other row say rth row, then the kth row
is dominated by rth row.

(2) If all the elements of a column say kth column ≥ the corresponding elements of any other column, say the rth column,
then kth column is dominated by the rth column.

(3) Dominated rows or columns are deleted and the optimal strategy will remain unaffected.

2.10 Saddle point (2)

For a matrix game A=[ai j]mXn, if
Maxi Min jai j=Min jMaxi ai j=ars
Then the matrix game has a saddle point at the (r,s)th position of A.

https://www.indjst.org/ 24

https://www.indjst.org/


Thomas & Jose / Indian Journal of Science and Technology 2023;16(SP4):22–28

3 Methodology
The mathematical theory of game is revealed to the world through the famous article Theory of Games and Economic Behavior
by John Von Neumann and Oscar Morgenstern. Game theory is evidently a decision-making problem with two or more
autonomous decision makers called players having conflicting interests who act strategically to find a compromising solution.

As we rely on game theory to model some practical problems which we encounter in our real life situations, the players of
the game are not able to evaluate exactly the outcomes of game due to uncertain and asymmetric information between players.
Hence, fuzzy set theory proposed by L.A Zadeh is used to represent the uncertainty of payoffs of games. In game problems,
goals and payoffs are subjected to fuzzy game problems. It was Campos who initiated the study of fuzzy game problems. His
approach was based on ranking of fuzzy numbers. It was followed by Nishizaki and Sakawa which was based on the Maxmin
principle of game theory.

In some practical situations it’s not easy to describe the payoff values up to decision maker’s satisfaction. Consequently, there
remains an indeterministic part of which hesitation survives. Fuzzy set is no means to incorporate the hesitation degree. In
1986, Atanassov introduced the concept of Intuitionistic fuzzy set (IFS), which is characterized by a membership function µ
and a non-membership function ν such that µ+ν ≤ 1 and µ+ ν+ Π= 1, where Π is the hesitation degree of the decision maker.
Intuitionistic fuzziness in matrix games appear in many ways out of which one is matrix games with intuitionistic fuzzy payoffs
expressed as intuitionistic fuzzy numbers (IFN). It was Atanassov who first studied a game problem with IFS. Later Agarwal
made significant contributions in this field.

It is probable that there occur real life situations with µ + ν≥ 1 revealing the inadequacy of IFS. To cope up with such
situations it was Yager who constructed Pythagorean fuzzy set [PFS]. It is an advanced tool to deal with vagueness satisfying
the conditions µ + ν ≤ 1 or µ + ν ≥ 1 and µ2+ ν2+ Π2 =1. Obviously it is a generalization of IFS. PFS has attracted researchers
in diverse fields especially in operations research and decision-making.

4 Results and Discussion

4.1 Pythagorean Fuzzy Payoff

The payoff of a matrix game represented by Pythagorean fuzzy number (PFN) is called a Pythagorean fuzzy payoff. Due to
uncertainty and imprecision in the game, ambiguity in the judgement of players, it is reliable to express payoff of a matrix game
by PFN.

4.2 Mathematical Model of Pythagorean Fuzzy Matrix Game

Pythagorean fuzzy matrix game is a two person zero sum game. It is defined by an m X n Pythagorean fuzzy matrix Ã =
[ãi j]mXnwhere I ε {1,2,...m} are the m choices or strategies available to player I , j ε {1,2,...n} are the n choices or strategies
available to player II, ãi jare PFN called the Pythagorean fuzzy payoff to player I for his ithchoice against the jthchoice of player
II.

The Pythagorean fuzzy payoff matrix is given by,

II1 II2 IIn

Ã =
I1
I2

[
ã11 ã12 ..... ã1n
ã21 ã22 ..... ã2n

]
Im ãm1 ãm2 ..... ãmn

The goal of the game is to find a strategy for player I that maximizes his Pythagorean fuzzy gain and find a strategy for player II
that minimizes his Pythagorean fuzzy loss.

4.3 Pythagorean Fuzzy Expected Payoff Function

Consider a Pythagorean fuzzymatrix game Ã = [ãi j]mXn. Let X ε X andY ε Y aremixed strategies of players I and II respectively.
Then the Pythagorean fuzzy expected payoff for player I is

Ẽ(X ,Y ) = XT ÃY = ∑m
i=1 ∑n

j=1 xiy jãi j (0.1)

It is also a PFN. For the computation of (Equation (0.1)) the arithmetic operations of PFN are used.
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4.4 Ranking Function

A new ranking function (defuzzification function) shall be proposed for PFN. Let P~(R) denote the set of all Pythagorean fuzzy
numbers. The ranking function maps P(A~p) each PFN to a real number. It is defined as

P(Ãp) : P̃(R) →R

P(Ãp) = (µ2 + v2)

(
1+⊓

2

)
(0.2)

Clearly P(A~p) ε [0,1]. Consider two PFN A~P and B~P. We can define a new order relation between A~P and B~P based on
(Equation (0.2 )) as:

1. P(Ãp) ≤ P(B̃p) ⇒ Ãp ≤ B̃p.

2. P(Ãp) ≥ P(B̃p) ⇒ Ãp ≥ B̃p.

3. P(Ãp) = P(B̃p) ⇒ Ãp ∼= B̃p.

(0.3)

The symbol ≤ denotes Pythagorean fuzzy inequality and has the linguistic interpretation as essentially less than or equal to.
Similarly, for ≥ and ∼=.

4.5 Pythagorean Fuzzy Saddle Point

Point (X0,Y0 , X0 ε Rm, Y0 ε Rn, is a Pythagorean fuzzy saddle point if

Ẽ(X ,Y0) ≤ Ẽ(X0,Y0) ≤ Ẽ(X0,Y ), X ε Rm, Y ε Rn (0.4)

4.6 Pythagorean Minimax Dominian Algorithm

We propose a novel algorithm called Pythagorean Minimax Dominian Algorithm to solve Pythagorean fuzzy matrix games.
It is developed on the basis of Minimax principle and Dominance principle of game theory combined with the proposed new
ranking function of PFN. The steps of the algorithm are as follows:

Step 1: Consider the Pythagorean fuzzy payoff matrix of the game whose payoff are expressed by PFN.
Step 2: Defuzzify the Pythagorean fuzzy payoffs using the newly proposed ranking function of PFN given in (2)
Step 3: Check for Pythagorean fuzzy saddle point using Minimax and Maximin principle. If exits, go to step 4, otherwise to

step 5.
Step 4: Determine the Pythagorean fuzzy saddle point, optimal strategies of players I and II and Pythagorean fuzzy value of

game.
Step 5: Apply Dominance principle to the rows and columns of the defuzzified matrix obtained in step 2 and reduce it to a

2 X 2 matrix.
Step 6: Determine the optimal mixed strategies of players I and II.
Step 7: Determine the Pythagorean fuzzy value of the game using the Pythagorean fuzzy expected payoff function.
Numerical Examples:
The best way to demonstrate the proposed Pythagorean Minimax Dominian algorithm to solve Pythagorean Fuzzy matrix

game is by virtue of an example. Here we shall take into account two numerical examples, one with Pythagorean fuzzy saddle
point and the other without Pythagorean fuzzy saddle point for the better comprehension of the theory.

Example 1. Consider a Pythagorean fuzzy matrix game with 4 strategies for both players I and II. The Problem is to find
optimal strategies for both players and the Pythagorean fuzzy value of the game.

Consider the Pythagorean fuzzy payoff matrix:

II1 II2 II3 II4

Ã =

I1
I2
I3
I4


(0.7, 0.4) (0.5, 0.7) (0.7, 0.2) (0.6, 0.6)
(0.5, 0.3) (0.6, 0.5) (0.2, 0.9) (0.7, 0.1)
(0.2, 0.3) (0.2, 0.9) (0.1, 0.5) (0.6, 0.5)
(0.6, 0.6) (0.3, 0.9) (0.7, 0.2) (0.2, 0.9)


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Apply Step 2,

II1 II2 II3 II4

Ã =

I1
I2
I3
I4


0.19 0.18 0.18 0.19
0.13 0.19 0.16 0.17
0.06 0.14 0.11 0.19
0.19 0.12 0.18 0.16


Apply Step 3,

Max(Row Min)=0.18, Min(Column Max)=0.18.
Hence by Minimax and Maxmin Principle, Saddle point exists at (1,3)th position.
Optimal pure strategy of player I=(1,0,0,0)
Optimal pure strategy of player II=(0,0,1,0) Pythagorean fuzzy value of game=(0.7,0.2).
Example 2. Consider a Pythagorean fuzzy matrix game with 3 strategies for both players I and II. The Problem is to find

optimal strategies for both players and the Pythagorean fuzzy value of the game.
Consider the Pythagorean fuzzy payoff matrix:

II1 II2 II3

Ã =
I1
I2
I3


(0.7, 0.4) (0.7, 0.1) (0.1, 0.6)
(0.5, 0.3) (0.1, 0.5) (0.2, 0.3)
(0.2, 0.5) (0.7, 0.2) (0.2, 0.9)


Apply step 2,

II1 II2 II3

I1
I2
I3


0.19 0.17 0.14
0.13 0.11 0.06
0.12 0.18 0.16


Apply step 3,

Max (Row Min) = 0.14, Min (column Max) = 0.16.
Max (Row Min) ̸= Min (column Max).
Hence, Saddle point does not exist.
Apply step 5 to the rows and columns of the above matrix we get,

II1 II3
I1
I3

[
0.19 0.14
0.12 0.16

]
Apply step 6 to the above matrix,

E(X, Y) = 9
100 (x1 - 4

9 ) (y1 - 2
9 ·) + 34

225
So Optimal mixed strategy of player I = ( 4

9 , 0,
5
9 ).

And Optimal mixed strategy of player II = ( 2
9 , 0, 7

9 ).
Apply step 7 to get the Pythagorean fuzzy value of the game
Ẽ( X, Y) = (∑3

i=1 ∑3
j=1 Xi Y j ãi j ) = (0.04, 0.66)

5 Declaration
Presented in ‘International Conference on Applied Mathematical Sciences’ (ICAMS 2022) during 21 & 22 Dec. 2022, organized
virtually by the Department of Mathematics, JJ College of Arts and Science, Pudukkottai, Tamil Nadu, India. The Organizers
claim the peer review responsibility.

https://www.indjst.org/ 27

https://www.indjst.org/


Thomas & Jose / Indian Journal of Science and Technology 2023;16(SP4):22–28

References
1) Erdebilli B, Weber GW, editors. Multiple Criteria Decision Making with Fuzzy Sets. Multiple Criteria Decision Making (MCDM);Cham. Springer

International Publishing. 2022. Available from: https://doi.org/10.1007/978-3-030-98872-2.
2) TahaHA. Operations ResearchAn Introduction. 10th ed. Pearson publishers. 2019. Available from: http://zalamsyah.staff.unja.ac.id/wp-content/uploads/

sites/286/2019/11/9-Operations-Research-An-Introduction-10th-Ed.-Hamdy-A-Taha.pdf.
3) Yang Z, Song Y. Matrix Game with Payoffs Represented by Triangular Dual Hesitant Fuzzy Numbers. Matrix Game with Payoffs Represented by Triangular

Dual Hesitant Fuzzy Numbers. 2020;15(3):1–11. Available from: https://univagora.ro/jour/index.php/ijccc/article/view/3854.
4) Verma R, Aggarwal A. Matrix games with linguistic intuitionistic fuzzy Payoffs : Basic results and solution methods. Artificial Intelligence Review.

2021;54(7):5127–5162. Available from: https://doi.org/10.1007/s10462-021-10014-2.
5) Verma R, Singla N, Yager RR. Matrix games under a Pythagorean fuzzy environment with self-confidence levels: formulation and solution approach. Soft

Computing. 2023. Available from: https://doi.org/10.1007/s00500-023-08785-7.
6) Jana J, Roy SK. Linguistic Pythagorean hesitant fuzzymatrix game and its application inmulti-criteria decisionmaking. Applied Intelligence. 2023;53(1):1–

22. Available from: https://doi.org/10.1007/s10489-022-03442-2.
7) Lin S. Using TODIM Approach with TOPSIS and Pythagorean Fuzzy Sets for MCDM Problems in the Bullwhip Effect. Open Journal of Business and

Management. 2022;10(03):1497–1523. Available from: https://www.scirp.org/journal/paperinformation.aspx?paperid=117627.
8) Khan AA, Ashraf S, Abdullah S, Qiyas M, Luo J, Khan SU. Pythagorean Fuzzy Dombi Aggregation Operators and Their Application in Decision Support

System. Symmetry. 2019;11(3):1–19. Available from: https://doi.org/10.3390/sym11030383.
9) Jana J, Roy SK. Linguistic Pythagorean hesitant fuzzymatrix game and its application inmulti-criteria decisionmaking. Applied Intelligence. 2023;53(1):1–

22. Available from: https://doi.org/10.1007/s10489-022-03442-2.
10) Wang Y, Chu J, Liu Y. Multi-Criteria Pythagorean Fuzzy Group Decision Approach Based on Social Network Analysis. Symmetry. 2020;12(2):1–19.

Available from: https://doi.org/10.3390/sym12020255.
11) Xian S, Cheng Y. Pythagorean fuzzy time series model based on Pythagorean fuzzy c-means and improved Markov weighted in the prediction of the new

COVID-19 cases. Soft Computing. 2021;25(22):13881–13896. Available from: https://doi.org/10.1007/s00500-021-06259-2.
12) Chen TY. Pythagorean fuzzy linear programming technique for multidimensional analysis of preference using a squared-distance-based approach for

multiple criteria decision analysis. Expert Systems with Applications. 2021;164:113908. Available from: https://doi.org/10.1016/j.eswa.2020.113908.
13) Jana J, Roy SK. Linguistic Pythagorean hesitant fuzzymatrix game and its application inmulti- criteria decisionmaking. Applied Intelligence. 2023;53:1–22.

Available from: https://doi.org/10.1007/s10489-022-03442-2.

https://www.indjst.org/ 28

https://doi.org/10.1007/978-3-030-98872-2
http://zalamsyah.staff.unja.ac.id/wp-content/uploads/sites/286/2019/11/9-Operations-Research-An-Introduction-10th-Ed.-Hamdy-A-Taha.pdf
http://zalamsyah.staff.unja.ac.id/wp-content/uploads/sites/286/2019/11/9-Operations-Research-An-Introduction-10th-Ed.-Hamdy-A-Taha.pdf
https://univagora.ro/jour/index.php/ijccc/article/view/3854
https://doi.org/10.1007/s10462-021-10014-2
https://doi.org/10.1007/s00500-023-08785-7
https://doi.org/10.1007/s10489-022-03442-2
https://www.scirp.org/journal/paperinformation.aspx?paperid=117627
https://doi.org/10.3390/sym11030383
https://doi.org/10.1007/s10489-022-03442-2
https://doi.org/10.3390/sym12020255
https://doi.org/10.1007/s00500-021-06259-2
https://doi.org/10.1016/j.eswa.2020.113908
https://doi.org/10.1007/s10489-022-03442-2
https://www.indjst.org/

	Introduction
	Preliminaries
	2.1 Pythagorean fuzzy set (PFS)  2099397:29241294,2099397:29241293
	2.2 Pythagorean fuzzy number (PFN)  2099397:29241294,2099397:29241293
	2.3 Arithmetic operations of Pythagorean fuzzy number  2099397:29241294
	Payoff  2099397:29241292
	2.5 Two person zero sum game  2099397:29241292
	2.6 Matrix game  2099397:29241292
	2.7 Mixed strategy and pure strategy  2099397:29241292
	2.8 Maximin and minimax principle  2099397:29241292
	2.9 Dominance principle  2099397:29241292
	2.10 Saddle point  2099397:29241292

	Methodology
	Results and Discussion
	4.1 Pythagorean Fuzzy Payoff
	4.2 Mathematical Model of Pythagorean Fuzzy Matrix Game
	4.3 Pythagorean Fuzzy Expected Payoff Function
	4.4 Ranking Function
	4.5 Pythagorean Fuzzy Saddle Point
	4.6 Pythagorean Minimax Dominian Algorithm

	Declaration

