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Abstract
Objectives: To propose a novel Linguistic Intuitionistic Fuzzy Artificial Neural
Network (LIF-ANN) model based on Linguistic Intuitionistic Fuzzy Sets (LIFSs),
which finds its applications in Decision Support Systems (DSS). Methods: In
the process of the Neural Network, the Hebbian learning rule is utilized where
the Linguistic Intuitionistic Fuzzy nature of the input data is preserved till the
end of the process as a pioneering initiative in the field of ANN. Findings:
The proposed LIF-ANN concentrates on the Multiple Attribute Group Decision
Making problem approach in dealing with uncertain data. Also, a novel method
of determining attributeweights using theGaussianmethod is proposedwhere
the weights are derived in the form of Linguistic Intuitionistic Fuzzy Numbers
(LIFNs). The new LinIFOWA operator is also defined and some basic theorems
are proved supporting the same. Numerical illustration is presented for the
LIF-ANN method and comparisons are made with existing ranking methods.
Novelty: Unlike most of the research done on Decision support with linguistic
Intuitionistic Fuzzy sets, where the weight vector for ANN and the final decision
variables become crisp variables, this paper concentrates on maintaining the
Linguistic Intuitionistic Fuzzy format throughout and till the end of the problem
with the weight vector and the final solution being preserved till the end of the
process as Linguistic Intuitionistic Fuzzy Numbers.
Keywords: Linguistic Intuitionistic Fuzzy Sets (LIFSs); OWA Operator; Decision
Support System (DSS); MAGDM; Artificial Neural Network

1 Introduction
TheArtificial Neural Network (ANN) has its wide range of applications in various fields
and a few to mention are image processing, speech recognition, machine learning and
in manymedical diagnoses. ANN is also one of the DSS which operates with the idea of
ranking the best alternative out of the available ones in any decision system whenever
attributes with difference of opinion are involved. In (1) Intuitionistic fuzzy time series
with hybrid neural network is discussed. In (2) Intuitionistic Fuzzy neural networks with
Interval valued Intuitionistic Fuzzy conditions were proposed and the concept of an
intuitionistic fuzzy deep neural network is proposed in (3). An Intuitionistic Fuzzy
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neural network with Gaussian membership function and Yager-generating function are proposed in (4). The Multiple Attribute
Group Decision Making (MAGDM) problems also operates in the same way as the ANN and the difference between them is
the choice of the processing functions and the ranking functions. Decision making methods like TOPSIS method is where the
decision-making problem will concentrate its methodology based on the ranking methods done by measuring the closeness to
the positive or negative ideal solution in (5). A rule-based approach predicated on picture fuzzy sets for clinical decision support
system is derived in (6). In (7), practical applications of fuzzy logic in decision-making are proposed. MAGDMmethod based on
the best-worstmethodwith two – dimension linguistic intuitionistic fuzzy variables are proposed in (8). In recent days, linguistic
intuitionistic fuzzy data has gained the attention of researchers to a large extent (9,10). In (11), prioritized linguistic intuitionistic
fuzzy sets and its properties were developed. Competitive advantage assessment using a novel hybridmethod with intuitionistic
fuzzy linguistic variables is derived in (12). Authors in (13) and (14) have developedNonlinear Best-WorstMethod for Intuitionistic
2-tuple linguistic sets. There are various aggregation operators for Linguistic Intuitionistic Fuzzy sets which are proposed
in (15). Linguistic intuitionistic fuzzy weighted averaging aggregation operator of linguistic intuitionistic fuzzy numbers can be
mentioned (16). In (17), decision-making problemswith fuzzy preference and uncertain linguistic information are developed.The
authors in (18) expandedTOPSIS technique forMAGDMproblems and it is obvious that the Fuzzy distance andmetricmeasures
are extremely important in Fuzzy Decision Making situations which are proposed in (19) and (20) respectively. In this work, we
have proposed a new algorithm for Linguistic Intuitionistic Fuzzy ANN (LIF-ANN) based on attribute weight determination
and also ranking of the alternatives in the fully Linguistic Intuitionistic Fuzzy environment.The novelty in this paper regarding
ANN is that the data set as inputs are themselves fully Linguistic Intuitionistic Fuzzy Numbers, weight vectors for ANN are
also Linguistic Intuitionistic Fuzzy Numbers and this nature is maintained till the end of the activation process in the ANN.
As a part of the aggregation process, a new operator named the Linguistic Intuitionistic Fuzzy Ordered Weighted Averaging
(LinIFOWA) operator is proposed and some theorems are proved for the operator. Different computations are performed with
the proposed new algorithm of ANN and comparisons are made with utilizing crisp variables for the final ranking of the best
alternatives in the decision algorithms. The study reveals that our new LIF-ANN preserves the Linguistic Intuitionistic Fuzzy
nature of the data set throughout the decision process which is completely novel in the field of Fuzzy ANN.

2 Methodology

2.1 New Attribute Weights Determination Method and Aggregation Operators for ANN

In the literature (15), some operators for Linguistic Intuitionistic Fuzzy sets were derived and in the following, we propose some
novel methods for attribute weight determination and aggregation operations.

2.1.1 Gaussian Method of Attribute Weight Determination
Amajor issue inMAGDMproblems is determining the associated weights using the arithmetic aggregation operators. As far as
the previous studies are considered in the literature, the weights of the attributes are mostly crisp in nature. Here we propose a
novel method based on the Gaussian method which provides the weights as LIFNs. In the following, we propose the Linguistic
Intuitionistic Fuzzy weights for ANN:

Let wi =
[
lµi+1 , (α(σi+1), γ(σi+1))

]
, where µn is the mean of the collection 1,2,…,n and σn is the standard deviation of the

collection 1,2,…,n. µnand σn are obtained by the following formulae respectively.
µn =

( n+1
2

)
, σn =

√
1
n ∑n

i=1 (i−µi)2.
The membership and non-membership degrees are proposed as:
α (σn) =

|σn|
∑5

i=2 |σi|
; γ (σn) =

|1−σn|
∑5

i=2 |1−σi|
; Where ∑n

i=1 α (σn) = 1 and ∑n
i=1 γ (σn) = 1.

2.1.2 Linguistic Median Membership (LMM) function
Let σ̃1 =< lθ(σ1),(α(σ1),γ(σ1))> for j=1,2,…n be a collection of Linguistic Intuitionistic fuzzy numbers.Then the Linguistic
Median Membership function is defined as Mm = (θ(x)+(αA(x)+1−γA(x))

2 . It is used to defuzzify the LIFN.

2.1.3 The LinIFOWA operator
Let σ̃1 =< lθ(σ1),(α(σ1),γ(σ1)) > for j=1,2,…,n be a collection of Linguistic Intuitionistic Fuzzy Numbers. The Linguistic
Intuitionistic Fuzzy Ordered Weighted Averaging (LinIFOWA) operator LinIFOWA : Qn → Qis defined as:

LinIFOWA(σ̃1, σ̃2, ..., σ̃n) = ri j=
(

S∑n
j=1 θ j ,∏

n
j=1 (1−α j)

w j ,∏n
j=1 γ j

w j
)
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where, the weight vector of σ̃ j , j = 1,2, . . . ,n is w = (w1,w2, ....,wn)
T and for w j > 0,∑n

j=1 w j = 1.That is ∑n
i=1 α (σn) =

1and ∑n
i=1 γ (σn) = 1.

THEOREM 2.1.1:
When LinIFOWA is used to aggregate a set of Linguistic Intuitionistic Fuzzy numbers

LinIFOWAw (σ̃1, σ̃2, ..., σ̃n) =
(

S∑n
j=1 θ j ,∏n

j=1 (1−α j)
w j ,∏n

j=1 γ j
w j
)
,

where w = (w1,w2, ...,wn)
T is of the LinIFOWA operator with w j ∈ (0,1] and∑n

j=1 w j = 1, where ∑n
i=1 α (σn) = 1and

∑n
i=1 γ (σn) = 1.
Proof:
Let us use the induction approach to demonstrate this. Take into account σ̃σ(1)w1 and σ̃σ(2)w2 .

σ̃σ(1)w1 =
{

Sθσ(1)w1 , ([1−ασ(1)]
w1 , [γσ(1)]

w1)
}
, σ̃σ(2)w2 =

{
Sθσ(2)w2 , ([1−ασ(2)]

w2 , [γσ(2)]
w2)

}
.

Then,

LinIFOWAw
(
σ̃σ(1), σ̃σ(2)

)
= σ̃σ(1)w1 ⊕ σ̃σ(2)w2.

=
{

Sθσ(1)w1 +θσ(2)w2, [[1−ασ(1)]
w1 [1−ασ(2)]

w2 , [γσ(1)]
w1 [γσ(2)]

w2 ]
}
,

Continuing the process with σ̃σ(1), σ̃σ(2), ..., σ̃σ(k) we have:
LinIFOWAw

(
σ̃σ(1), σ̃σ(2), ..., σ̃σ(k)

)
=
(

S∑k
j=1 θ j

,∏k
j=1 (1−α j)

w j ,∏k
j=1 γ j

w j
)
.

Then when n=k+1 we have:
LinIFOWAw

(
σ̃σ(1), σ̃σ(2), ..., σ̃σ(k), σ̃σ(k+1)

)
=

(
S∑k+1

j=1 θ j
,∏k+1

j=1 (1−α j)
w j ,∏k+1

j=1 γ j
w j

)
.

Hence, we see that for n=k+1, the operator is valid.The operator is thus true for every n according to the induction principle,
concluding the proof. Hence,

LinIFOWAw
(
σ̃σ(1), σ̃σ(2), ..., σ̃σ(k), σ̃σ(k+1), ..., σ̃σ(n)

)
=
(

S∑n
j=1 θ j ,∏n

j=1 (1−α j)
w j ,∏n

j=1 γw j
j

)
,

THEOREM 2.1.2:
Let σ̃ j,( j = 1,2, .....,n) , be a collection of Linguistic Intuitionistic FuzzyNumbers andω = (ω1,ω2, .....,ωn)

T be the weight
vector of σ̃ j, with ω j ∈ (0,1] and ∑n

j=1 ω j = 1, where ∑n
i=1 α (σn) = 1 and ∑n

i=1 γ (σn) = 1; Finally, we demonstrate that the
LinIFOWA operator is (i) Idempotent, (ii) Bounded,(iii) Monotonic and (iv) Commutative.

Proof:
(i) Idempotent: If all σ̃ j,( j = 1,2, .....,n) , are equal, i e. σ̃ j = σ̃ for all j, we must then demonstrate

LinIFOWAω (σ̃1, σ̃2, ..., σ̃n) = σ̃ . Since σ̃ j = σ̃ , for all j, then we should have,
LinIFOWAω (σ̃1, σ̃2, ..., σ̃n) = ∑n

j=1 ã ω j =
⟨

∑n
j=1 θ jω j,

[
∏n

j=1(1−α j)
w j ,∏n

j=1 γw j
j

]⟩
=
⟨

Sθ j , [ασ̃ j
],γσ̃ j

]
⟩
= σ̃ .

(ii) Boundedness: Let, σ −≤ LinIFOWAω (σ 1,σ 2, ...,σ n)≤ σ +.

The following illustrates this: σ̃− =

⟨
min

i
Sθi ; [min

i
ασ̃i

], [max
i

γσ̃i
]

⟩
.

(iii) Monotonicity: Let σ̃∗
j ,( j = 1,2, .....,n) , be a collection of LIFNs. If σ̃ j ≤ σ̃∗

j for all j, then we, show that,
LinIFOWAω(σ̃1, σ̃2, ..., σ̃n)≤ LinIFOWAω(σ̃∗

1 , σ̃∗
2 , ...., σ̃∗

n ) for all ω .
Let, LinIFOWAω(σ̃1, σ̃2, ..., σ̃n) = ∑n

j=1 σ̃iωi&LinIFOWAω(σ̃∗
1 , σ̃∗

2 , ...., σ̃∗
n ) = ∑n

j=1 σ̃∗
1 ωi.

Since σ̃ j ≤ σ̃∗
j for all j, then we have

LinIFOWAω(σ̃1, σ̃2, ..., σ̃n)≤ LinIFOWAω(σ̃∗
1 , σ̃∗

2 , ...., σ̃∗
n ).

When you consider the fact that,σ̃ j =
⟨

Sθ j , [ασ̃ j
], [γσ̃ j

]
⟩

and σ̃ j∗ =
⟨

Sθ j∗, [ασ̃ j
∗], [γσ̃ j

∗]
⟩
, we should have, Sθ j ≤

Sθ∗
j

and ασ̃ j
≤ ασ̃∗

j
;γσ̃ j

≤ γσ̃∗
j
,∀ j.
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(iv)Commutative: Let σ̃ j,( j = 1,2, .......,n),be a collection of LIFNs.Thenwehave to prove,LinIFOWAω (σ̃1, σ̃2, ......, σ̃n)=

LinIFOWAω (σ̃1, σ̃2, .......σ̃n), j = 1,2, ...,n
and for all ω where σ̃1, σ̃2, .......σ̃nis any permutation of σ̃1, σ̃2, ......, σ̃n. Let

LinIFOWAω (σ̃1, σ̃2, ......, σ̃n) = ∑n
j=1 ãω j =

⟨
∑n

j=1 θ jω j, [∏n
j=1(1−α j)

w j ,∏n
j=1(γ

w j
j ]

⟩
=

⟨
Sθ j , [ασ̃ j ],[γσ̃ j ]

⟩
,

Now,

LinIFOWAω ((σ̃1, σ̃2, ......, σ̃n)) = ∑n
j=1 ãω j =

⟨
∑n

j=1 θ jω j, [∏n
j=1(1−α j)

w j ,∏n
j=1(γ

w j
j ]

⟩
=

⟨
Sθ j

, [α σ̃ j ],[γ σ̃ j ]

⟩
.

Since
(

σ̃1, σ̃2, ..., σ̃n

)
is any permutation of (σ̃1, σ̃2, ..., σ̃n) we can have σ̃

σ( j) = σ̃σ( j), for j = 1,2, ...,n and hence LinIFOWAω (σ̃1, σ̃2, ..., σ̃n) = LinIFOWAω

(
σ̃1, σ̃2, ..., σ̃n

)
.

THEOREM 2.1.3:
Let σ̃ j,( j = 1,2, .....,n) , be a collection of LIFNs and ω = (ω1,ω2, .....,ωn)

T be the weight vector of LinIFOWA operator,
with ω j ∈ (0,1] ,∑n

j=1 ω j = 1and, where ∑n
i=1 α (σn) = 1and∑n

i=1 γ (σn) = 1. Then we have:
1. If ω = (1,0,0, ....,0)T , then LinIFOWAω (σ 1,σ 2, ...,σ n) = max

j
(σ j).

2. If ω = (0,0,0, ....,1)T , then LinIFOWAω (σ 1,σ 2, ...,σ n) = min
j

(σ j).

3. If ω j = 1,ωi = 0 and i ̸= j, then LinIFOWAω (σ̃1, σ̃2, ..., σ̃n) =
(
σ̃σ( j)

)
, where jth greatest value of σ̃σ( j) is

σ̃i,(i = 1,2, ...,n) .

2.2 The Hebbian Learning Rule based on Linguistic Intuitionistic Fuzzy Set for ANN

The Hebbian learning rule describes how to change the weights of the relevant network nodes. The weight linking two
neighboring neurons should grow if they are both activated and terminated simultaneously.Theweight between neurons should
decrease for those that are active in the opposing phase. The weight should not alter if there is no signal correlation. A strong
positive weight exists between the nodes when both of their inputs are either positive or negative. A significant negative weight
exists between two nodes if one input is positive while another is negative. All weight values are initially set to zero. Both soft and
hard activation functions are compatible with this learning rule.This is the unsupervised learning rule since desirable neuronal
responses are not utilised in the learning process. The absolute values of weights are typically inversely correlated with learning
time, which is undesirable. If wi are the fully linguistic intuitionistic fuzzy weights and Xi are the input linguistic intuitionistic
fuzzy decision matrices, then the learning signal is given by the function r = f (wiXi). The increment of the weight vector is
given as△wi j = c f (wiXi)X j = coiX j , where oiis the actual output and oi = f (wiXi).

2.2.1 The Pseudo code for Linguistic Intuitionistic Fuzzy ANN based on Hebbian Learning Rule
Pseudo-code for LIF-ANN:
Cn : n Matrix itemset of size k x m
Input {Linguistic Intuitionistic Fuzzy Decision Matrices}
An = {Collection of n Matrices of size k };
//* Aggregation Phase*//
Compute {Lin-IFOWA & the Initial Weight Vector}
For (n=1; An∅; n++) do begin
Generate {Individual Preference Linguistic Intuitionistic Fuzzy Decision Matrices, Xn}
//* XN is the collection of Individual Preference Linguistic Intuitionistic Fuzzy Decision Matrices *//
Generate {Fully Linguistic Intuitionistic Fuzzy Attribute Weight Vector}
While i≤m do
wi =

⟨
lµi+1 ,(α(σi+1),γ(σi+1))

⟩
Generate {CollectiveOverall Preference Linguistic Intuitionistic FuzzyDecisionMatrices using Fully Linguistic Intuitionistic

Fuzzy Weight Vector, WT}
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//* Learning Phase*//
Generate {Weight Matrix by Fully Linguistic Intuitionistic Fuzzy Hebbian Rule}

∆wi = c f (wt
ix)x

//*Activation function*//
Fix {The Fully Linguistic Intuitionistic FuzzyThreshold Value}
While Activated Linguistic Intuitionistic Fuzzy values≥Threshold do
Generate {Binary Matrix for final Decision with Fully Linguistic Intuitionistic Fuzzy values exceeding theThreshold}
Output{Best Alternative(s) to be chosen}{the final decision variable is can be converted into crisp variable and computations

can be performed(method 2)}
End

3 Results and Discussion

3.1 Numerical Illustration: The Linguistic Intuitionistic Fuzzy ANN based on Hebbian Learning
Rule

Assume there are four industries (alternatives) {L1,L2,L3,L4} to beweighed against certain criteria. Evaluate industries in terms
of their technological innovation capability, evaluating ‘factors’ such as resource ability for Digitalization (C1), Organizational
innovation (C2), Innovation Centers (C3), and Innovative products (C4). The Experts assessment of the four industries are
listed in Tables 1, 2 and 3.

Table 1. Decision Matrix I
Industries DigitalizationC1 Organizational innova-

tionC2

Innovation CentersC3 Innovative productsC4

L1 ⟨l5,(0.2,0.7)⟩ ⟨l2, (0.4,0.6)⟩ ⟨l5, (0.5,0.5)⟩ ⟨l3, (0.2,0.6)⟩
L2 ⟨l4, (0.4,0.6)⟩ ⟨l5, (0.4,0.5)⟩ ⟨l3, (0.1,0.8)⟩ ⟨l4, (0.5,0.5)⟩
L3 ⟨l3, (0.2,0.7)⟩ ⟨l4, (0.2,0.7)⟩ ⟨l4, (0.3,0.7)⟩ ⟨l5, (0.2,0.7)⟩
L4 ⟨l6, (0.5,0.4)⟩ ⟨l2, (0.2,0.8)⟩ ⟨l3, (0.2,0.6)⟩ ⟨l3, (0.3,0.6)⟩

Table 2. Decision Matrix II
Industries DigitalizationC1 Organizational innovation

C2

Innovation CentersC3 Innovative productsC4

L1 ⟨l4, (0.1,0.7)⟩ ⟨l3, (0.2,0.7)⟩ ⟨l3, (0.2,0.8)⟩ ⟨l6, (0.4,0.5)⟩
L2 ⟨l5, (0.4,0.5)⟩ ⟨l3, (0.3,0.6)⟩ ⟨l4, (0.2,0.6)⟩ ⟨l3, (0.2,0.7)⟩
L3 ⟨l3, (0.2,0.7)⟩ ⟨l4, (0.2,0.7)⟩ ⟨l2, (0.4,0.6)⟩ ⟨l3, (0.3,0.7)⟩
L4 ⟨l5, (0.3,0.6)⟩ ⟨l4, (0.4,0.5)⟩ ⟨l2, (0.3,0.6)⟩ ⟨l4, (0.2,0.6)⟩

Table 3. Decision Matrix III
Industries DigitalizationC1 Organizational innova-

tionC2

Innovation CentersC3 Innovative productsC4

L1 ⟨l5, (0.2,0.6)⟩ ⟨l3, (0.3,0.7)⟩ ⟨l4, (0.4,0.5)⟩ ⟨l4, (0.2,0.7)⟩
L2 ⟨l4, (0.3,0.7)⟩ ⟨l5, (0.3,0.6)⟩ ⟨l2, (0.1,0.8)⟩ ⟨l3, (0.4,0.6)⟩
L3 ⟨l4, (0.2,0.7)⟩ ⟨l5, (0.3,0.6)⟩ ⟨l1, (0.1,0.8)⟩ ⟨l4, (0.2,0.7)⟩
L4 ⟨l3, (0.2,0.7)⟩ ⟨l3, (0.1,0.7)⟩ ⟨l4, (0.3,0.6)⟩ ⟨l4, (0.4,0.5)⟩

Let us consider the initial weights as given below:

ω = (0.245925,0.308033,0.279993,0.166049)T .

In order to apply the Gaussian method of weights determination, we initiate the following computations:

µ1 = 1,µ2 = 1.5,µ3 = 2,µ4 = 2.5,µ5 = 3.
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σ1 = 0,σ2 = 0.3535,σ3 = 0.8164,σ4 = 0.935,σ5 = 1.2247.

Themembership and non-membership grades are as follows:

α (σ2) = 0.1061;α (σ3) = 0.2452;α (σ4) = 0.2808;α (σ5) = 0.3678;

γ (σ2) = 0.5773;γ (σ3) = 0.1640;γ (σ4) = 0.0580;γ (σ5) = 0.2007;

The weights computed from the proposed Gaussian method are as follows:

w1 = ⟨l1.5,(α(σ2),γ(σ2))⟩= ⟨l1.5,(0.1061,0.5773)⟩;w2 = ⟨l2,(0.2452,0.1640)⟩;

w3 = ⟨l2.5,(0.2808,0.0580)⟩; w4 = ⟨l3,(0.3678,0.2007)⟩.

Hence, the weight vector is:

W =

(
⟨l1.5,(0.1061,0.5773)⟩ , ⟨l2,(0.2452,0.1640)⟩
⟨l2.5,(0.2808,0.0580)⟩ , ⟨l3,(0.3678,0.2007)⟩

)
.

The aggregated matrices after applying LinIFOWA operator are as follows:

X1 =


< l150,(0.35812,0.59217)>
< l240,(0.34791,0.59648)>
< l240,(0.22936,0.7)>

< l108,(0.30295,0.59338)>

;X2 =


< l216,(0.2149,0.68718)>
< l180,(0.28468,0.58857)>
< l96,(0.2781,0.64549)>
< l160,(0.3175,0.56723)>

;

X3 =


< l240,(0.27084,0.61337)>
< l120,(0.26795,0.67546)>
< l80,(0.2065,0.69297)>
< l180,(0.23816,0.634)>

.

Now, applying the Hebbian learning rule with initially assuming

W T = w1 =


< l1.5 (0.1062,0.5773)>
< l2 (0.2452,0.1640)>
< l2.5 (0.2808,0.0580)>
< l3 (0.3678,0.2007)>

,

and using the above algorithm for the Learning Phase, we find:

w2 =


< l151.5 (0.42629,0.34186)>
< l242 (0.5078,0.09782)>
< l242.5 (0.44575,0.0406)>
< l111 (0.55933,0.11909)>

 ; w3 =


< l367.5 (0.54958,0.23492)>
< l422 (0.64792,0.05757)>
< l338.5 (0.59989,0.02621)>
< l271 (0.69924,0.06755)>

 ;

w4 =


< l607.5 (0.67157,0.14409)>
< l542 (0.74226,0.03889)>
< l418.5 (0.68251,0.01816)>
< l451 (0.77087,0.04283)>

 .

Method 1:
Now, to determine the threshold value, the average ⟨l504.75 (0.71987,0.04569)⟩ of w4is taken and the binary step function

for Activation Phase is given as:

f (x) =

{
1 f or x ≥ ⟨l_504.75 (0.71987,0.04569)⟩,
0 f or x < ⟨l504.75 (0.71987,0.04569)⟩.

The Binary decision matrix after applying the threshold is (0 1 0 0)T .
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Hence, L2 is the best alternative.
Method 2:
Using Linguistic Median Membership function crisp values of w4.

w4 =


304.51374
271.85169
210.08218
226.36402


By ranking these crisp values, we get L1 ≻ L2 ≻ L4 ≻ L3.

From Table 4 it is clear that L1and L2 are best options from method 1 and 2. And the proposed LIF-ANN gives the closer
prediction of the same decision alternative, even though the linguistic intuitionistic fuzzy nature is preserved in method 1
without defuzzifying the LIFNs, and crisp in nature in method 2.

Table 4. Ranking of Best Alternative obtained from the Fully Fuzzy and Crisp Methods
Sl. No Proposed LIF-ANN Ranking of Alternatives
1 Method 1 L2−best Alternative
2 Method 2 L1 ≻ L2 ≻ L4 ≻ L3

4 Conclusion
Many bottle-neck problems in the real world are linguistic in nature. The linguistic intuitionistic fuzzy sets has gained the
attention of researchers in many of the research areas including ANN andMachine learning. In this paper Some basic theorems
are introduced and proved for the proposed aggregation operator and the operators are used in the LIF-ANN to aggregate the
LIF matrices. A new algorithm based on the attribute weight determination for ANN as a fully linguistic intuitionistic fuzzy
sets is proposed and numerical illustration is provided with LIFN decision data. The linguistic intuitionistic fuzzy format is
maintained throughout the problem and the final ranking results are also derived as a linguistic intuitionistic fuzzy number.
Comparison of the proposed method is done with changing the final decision variable into a crisp data and the results reveal
their consistency. The novelty of this study is proposing linguistic fuzzy decision-making problems in ANN method and on
retaining the linguistic intuitionistic fuzzy format throughout and until the end of the problem, with the weight vector and the
ultimate solution being retained until the process’s conclusion as linguistic intuitionistic fuzzy numbers. Future proposals from
us will include more decision-making problems with new operators in various ANNmethods.

5 Declaration
Presented in ‘International Conference on AppliedMathematical Sciences’ (ICAMS 2022) during 21 & 22 Dec. 2022, organized
virtually by the Department of Mathematics, JJ College of Arts and Science, Pudukkottai, Tamil Nadu, India. The Organizers
claim the peer review responsibility.

References
1) Arslan SN, Yolcu OC. A hybrid sigma-pi neural network for combined intuitionistic fuzzy time series prediction model. Neural Computing and

Applications. 2022;34(15):12895–12917. Available from: https://doi.org/10.1007/s00521-022-07138-z.
2) Atanassov K, Sotirov S, Angelova N. Intuitionistic Fuzzy Neural Networks with Interval Valued Intuitionistic Fuzzy Conditions. In: Castillo O, Melin P,

Kacprzyk J, editors. Intuitionistic and Type-2 Fuzzy Logic Enhancements in Neural and Optimization Algorithms: Theory and Applications;vol. 862 of
Studies in Computational Intelligence. Springer. 2020;p. 99–106. Available from: https://link.springer.com/book/10.1007/978-3-030-35445-9.

3) Atanassov K, Sotirov S, Pencheva T. Intuitionistic Fuzzy Deep Neural Network. Mathematics. 2023;11(3):1–14. Available from: https://doi.org/10.3390/
math11030716.

4) Kuo RJ, ChengWC. An intuitionistic fuzzy neural network with gaussian membership function. Journal of Intelligent & Fuzzy Systems. 2019;36(6):6731–
6741. Available from: https://content.iospress.com/articles/journal-of-intelligent-and-fuzzy-systems/ifs18998.

5) Bhaumik A, Roy SK, Weber GW. Hesitant interval-valued intuitionistic fuzzy-linguistic term set approach in Prisoners’ dilemma game theory using
TOPSIS: a case study on Human-trafficking. Central European Journal of Operations Research. 2020;28(2):797–816. Available from: https://doi.org/10.
1007/s10100-019-00638-9.

6) Van Pham H, Moore P, Cuong BC. Applied picture fuzzy sets with knowledge reasoning and linguistics in clinical decision support system. Neuroscience
Informatics. 2022;2(4):1–15. Available from: https://doi.org/10.1016/j.neuri.2022.100109.

7) WuH, Xu Z. Fuzzy Logic in Decision Support: Methods, Applications and Future Trends. International Journal of Computers Communications & Control.
2021;16(1):1–28. Available from: https://univagora.ro/jour/index.php/ijccc/article/view/4044/1617.

https://www.indjst.org/ 35

https://doi.org/10.1007/s00521-022-07138-z
https://link.springer.com/book/10.1007/978-3-030-35445-9
https://doi.org/10.3390/math11030716
https://doi.org/10.3390/math11030716
https://content.iospress.com/articles/journal-of-intelligent-and-fuzzy-systems/ifs18998
https://doi.org/10.1007/s10100-019-00638-9
https://doi.org/10.1007/s10100-019-00638-9
https://doi.org/10.1016/j.neuri.2022.100109
https://univagora.ro/jour/index.php/ijccc/article/view/4044/1617
https://www.indjst.org/


Leonishiya & Robinson / Indian Journal of Science and Technology 2023;16(SP4):29–36

8) Li C, Huang H, Luo Y. An Integrated Two-Dimension Linguistic Intuitionistic Fuzzy Decision-Making Approach for Unmanned Aerial Vehicle Supplier
Selection. Sustainability. 2022;14(18):1–24. Available from: https://doi.org/10.3390/su141811666.

9) Liu J, Mai J, Li H, Huang B, Liu Y. On three perspectives for deriving three-way decision with linguistic intuitionistic fuzzy information. Information
Sciences. 2022;588:350–380. Available from: https://doi.org/10.1016/j.ins.2021.12.072.

10) Liu Y, Wei G, Liu H, Xu L. Group decision making for internet public opinion emergency based upon linguistic intuitionistic fuzzy information.
International Journal of Machine Learning and Cybernetics. 2022;13(3):579–594. Available from: https://doi.org/10.1007/s13042-020-01262-9.

11) Arora R, GargH. Group decision-makingmethod based on prioritized linguistic intuitionistic fuzzy aggregation operators and its fundamental properties.
Computational and Applied Mathematics. 2019;38(2):1–32. Available from: https://doi.org/10.1007/s40314-019-0764-1.

12) Bao J, Zhou Y, Li R. Competitive advantage assessment for container shipping liners using a novel hybrid method with intuitionistic fuzzy linguistic
variables. Neural Computing and Applications. 2023;35(17):12261–12269. Available from: https://doi.org/10.1007/s00521-021-05718-z.

13) Faizi S, SałabunW, Nawaz S, Rehman AU,Wątróbski J. Best-Worst method and Hamacher aggregation operations for intuitionistic 2-tuple linguistic sets.
Expert Systems with Applications. 2021;181:115088. Available from: https://doi.org/10.1016/j.eswa.2021.115088.

14) Qiyas M, Naeem M, Abdullah L, Riaz M, Khan N. Decision Support System Based on Complex Fractional Orthotriple Fuzzy 2-Tuple Linguistic
Aggregation Operator. Symmetry. 2023;15(1):1–38. Available from: https://doi.org/10.3390/sym15010251.

15) Zhang H. Linguistic Intuitionistic Fuzzy Sets and Application in MAGDM. Journal of Applied Mathematics. 2014;2014:1–11. Available from:
https://doi.org/10.1155/2014/432092.

16) Liu P, Diao H, Zou L, Deng A. Uncertain multi-attribute group decision making based on linguistic-valued intuitionistic fuzzy preference relations.
Information Sciences. 2020;508:293–308. Available from: https://doi.org/10.1016/j.ins.2019.08.076.

17) Kumar K, Chen SM. Multiple attribute group decision making based on advanced linguistic intuitionistic fuzzy weighted averaging aggregation operator
of linguistic intuitionistic fuzzy numbers. Information Sciences. 2022;587:813–824. Available from: https://doi.org/10.1016/j.ins.2021.11.014.

18) ZhouY, Zou L. TOPSISMethodBased on Intuitionistic Fuzzy Linguistic Concept. In: AILA (International Conference onAI Logic andApplications) 2022:
Artificial Intelligence Logic and Applications;vol. 1657 of Communications in Computer and Information Science. Springer. 2022;p. 106–116. Available
from: https://doi.org/10.1007/978-981-19-7510-3_8.

19) Jeevaraj PSE, Shanmugavadivu P. Fuzzy logic and distance measure based adaptive fixed value impulse noise filter. Journal of Analysis. 2019;27:89–102.
Available from: https://doi.org/10.1007/s41478-018-0105-6.

20) Roopkumar R, Vembu R. Actual metric representing a fuzzy metric. The Journal of Analysis. 2020;28(4):973–985. Available from: https://doi.org/10.1007/
s41478-020-00228-y.

https://www.indjst.org/ 36

https://doi.org/10.3390/su141811666
https://doi.org/10.1016/j.ins.2021.12.072
https://doi.org/10.1007/s13042-020-01262-9
https://doi.org/10.1007/s40314-019-0764-1
https://doi.org/10.1007/s00521-021-05718-z
https://doi.org/10.1016/j.eswa.2021.115088
https://doi.org/10.3390/sym15010251
https://doi.org/10.1155/2014/432092
https://doi.org/10.1016/j.ins.2019.08.076
https://doi.org/10.1016/j.ins.2021.11.014
https://doi.org/10.1007/978-981-19-7510-3_8
https://doi.org/10.1007/s41478-018-0105-6
https://doi.org/10.1007/s41478-020-00228-y
https://doi.org/10.1007/s41478-020-00228-y
https://www.indjst.org/

	Introduction
	Methodology
	2.1 New Attribute Weights Determination Method and Aggregation Operators for ANN
	2.1.1 Gaussian Method of Attribute Weight Determination
	2.1.2 Linguistic Median Membership (LMM) function
	2.1.3 The LinIFOWA operator

	2.2 The Hebbian Learning Rule based on Linguistic Intuitionistic Fuzzy Set for ANN
	2.2.1 The Pseudo code for Linguistic Intuitionistic Fuzzy ANN based on Hebbian Learning Rule


	Results and Discussion
	3.1 Numerical Illustration: The Linguistic Intuitionistic Fuzzy ANN based on Hebbian Learning Rule

	Conclusion
	Declaration

