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Abstract
Objectives: This study aims to prepare a corpus and explore sentiment
analysis in the Amharic language, which is increasingly used due to the
growth of both the language and the Internet. Methods: The study acquired
23,646 Amharic tweets from Twitter using the Twitter API, cleaned and
normalized the text through preprocessing, and manually annotated the data
as positive, negative, or neutral by three annotators. The study utilized a multi-
scale sentiment analysis approach to experimentally evaluate the classifier’s
performance and compare different ML and DL classifiers. Findings: The
study found that sentiment analysis in the Amharic language in this dataset
showed that the KNN classifier could classify texts with an accuracy of 76%
and 90% accuracy using the CNN deep learning classifier. Novelty: This
study contributes to the field of sentiment analysis by addressing the scarcity
of an Amharic-language dataset specifically tailored for sentiment analysis
purposes. Our approach involves filling this critical research gap by developing
a new dataset. Subsequently, we employ machine learning and deep learning
classifiers to assess the viability of this dataset for performing multi-class
sentiment analysis tasks in the Amharic language.
Keywords: Amharic; Sentiment Analysis; Multiclass; Machine Learning; Deep
Learning Classifier

1 Introduction
Due to the advent of the Internet, there has been an enormous growth in the quantity
of material available online. Humans suffer a problem or challenge in recognizing
and summarizing the most relevant information and knowledge, even though such a
tremendous amount of data is worthwhile and most of it is in text format. Thus, text
classification helps find answers to this issue (1). Tracking these opinions (text) in social
media has fascinated an increasing concentration in the research community. Since
many users share their views, opinions, judges, ideas, and opinions, it takes much work
to handle such a vast amount of online content (2). Automated methods of opinion
analysis are desperately needed since they can quickly process massive volumes of data
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and help us comprehend the polarity of users’ remarks. Sentiment analysis, often known as opinion mining, is a problem in
natural language processing that entails figuring out how people feel about something based on the words they use to describe
it. With the help of sentiment analysis, we may ascertain whether a piece of writing is more likely to elicit a positive, neutral, or
negative reaction and whether specific emotions are conveyed (love, sadness, anger, fear, disgust, Etc.).

With the help of multi-scale sentiment analysis (3), more information can be gleaned from sentiment analysis, which displays
the intensity with which a text is favourable or unfavourable. Previous research has zeroed in on a binary approach. However,
it may be difficult for humans to interpret opinions because a simple positive/negative categorization may need to be revised. A
text’s positivity or negativity might be ranked on the scale. More nuanced Analysis and a quick indication of tone are provided,
both of which are crucial for a wide variety of practical applications like prioritization and comparison of diverse perspectives.
Even so, any language other than English can benefit from sentiment analysis. Researchers have mainly focused on English
for sentiment analysis studies (4). However, due to the structural variations between English and Amharic, the latter cannot be
learned with the former. Tracking these opinions on social media has fascinated an increasing concentration of the research
community. Sincemany users share their views, thoughts, judgements, and ideas, handling such a vast amount of online content
takes much work. It is a critical need for automated opinion analysis methods that allow a short time to process large amounts
of data and understand the polarity of users’ messages.

An Ethiopian language Amharic is a language that belongs to the Semitic subfamily of the Afro-Asian language tree. With
an estimated 32 million native and 25 million non-native speakers (5), Amharic is the second-most frequently spoken Semitic
language in the world after Arabic. It is also one of the official working languages of the Ethiopian Federal Democratic Republic.
The amount of online Amharic content is growing at a lightning-fast clip. It has resulted in a significant need for sentiment
analysis tools in the Amharic language. Nevertheless, a few computationally linguistic-related works exist in Amharic, one of
the least researched and under-resourced languages (6). Although it has a complicated and rich morphology, specific tools like
lexical dictionaries, stop-word lists, stemmers, morphology analyzers, PoS taggers, word nets, and corpora have not available
as such for Amharic.

The number of scholarly works that make use of the English language and also Arabic as examples of well-resource-
rich languages is very high. Researchers employed a wide range of techniques, including but not limited to those listed
below (Machine-Learning (7), Deep learning (8), Feature-based (9), Rule-based, and Hybrid approach (10)). Though the potential
business and commercial benefits of researching Amharic sentiments were obvious, academics only committed a small amount
of time. Because of the lack of availability of labelled data, morphological complexity, spelling variance, character redundancy,
inaccessibility and typing inconvenience, limited research resources, and the absence of abbreviation standards, only a few
published academic studies analyze Amharic sentiment (11).

As a result, we suggest multi-class sentiment classification for Amharic to solve the need for more resources and
restrictions in binary classification, whichmaymake it challenging for people to interpret sentiments because a straightforward
positive/negative categorization may need to be changed (12). This study creates a brand-new dataset by gathering and prepping
an Amharic tweet corpus from Twitter using the Twitter API, gathering tweets from multiple domains using hashtags (#) and
keywords, creating custom stopwords, preprocessing, and running a number of experiments on the classification of sentiment
in multi- class for tweets in Amharic.

The authors developed a named entity recognizer by utilizing data from public Facebook pages, a recurrent neural network
model with an average prediction score of 77.2%, and word vectors containing language-independent features. Compared to
other languages, Amharic has a more significant requirement for available resources. Research has been conducted on the
concept of named entity recognition in Amharic (13).

It was developed by (14) to evaluate posts and comments in Amharic and identify instances of hate speech using methods
from spark machine learning. Data is collected from thousands of Amharic posts and comments on the public pages of
organizations and people’s accounts on unknown social networks. Features are fed into the Apache Spark environment, where
the word2vec neural network tool is used to generate feature vectors. The TF-IDF technique is also used. The model was tested
to see if the comments containing hate speech were 79.83% accurate in detecting and classifying such language.

In this paper, the authors combine deep learning Convolutional Neural Networks, Long Short-TermMemory, Feed-Forward
Neural Networks, and Bidirectional Long-Short-Term-Memory (CNN, LSTM, FFNN, and BiLSTM) with classical models
(cosine similarity) and word embedding techniques for sentence-level sentiment classification of social media messages in the
Amharic language (12). They utilize the Amharic Twitter dataset, which includes approximately 3000 text snippets. The dataset
used for training those models is increased via data augmentation. They were able to attain an accuracy of 82.2% by using the
sentence transformer and the cosine similarity algorithm on the Amharic corpus.

This study collected posts and comments from active activist Facebook pages to create a large labelled Amharic dataset.
According to researcher rules, the Facebook data sets aremanually labelled hate, hate-free, and preprocessed using data cleaning
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and normalization. This research develops recurrent neural network models for automated hate speech post detection from
Amharic Facebook posts using Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) with word n-grams for
feature extraction and word2vec to vectorize each word (15). The trial on those two models used for training 80% of the data and
10% for validate the model and pick the optimum hyper-parameters for automated hate speech post-detection. After training,
10% of the dataset was used for model testing. LSTM-based RNN of Batch size 128, learning rate 0.001, RMSProp optimizer,
and 0.5 dropouts achieved an accuracy of 97.9% in detecting hate speech or hate speech free posts after 100 epochs.

This research aims to propose IGCHIDF, a hybrid feature selection approachdeveloped byEndalieD. et al. (16).The chi-square
(CHI), information gain (IG), and document frequency (DF) selection procedures make up this technique (IG). Examine the
proposed method for selecting features using three datasets: one with 13 news categories, another with 13 news categories, and
a third with both classes. The experimental results showed that the proposed method outperformed the alternatives on one and
two datasets. Compared to the IG method, CHI, and DF, the IGCHIDF strategy achieves up to 3.96 percentage points higher
classification accuracy in dataset 2.

Convolutional Neural Networks with Long Short Term Memory, the authors of (17) investigated deep learning algorithms
for sentiment analysis of Afaan Oromoo comments from social media. In particular, Facebook comments were the focus of the
study. The Oromoo Democratic Party’s (ODP) official Facebook page was mined for 1452 comments for the study. Following
data collection, the data must be manually annotated before the preprocessing phase can begin.

Both deep learning algorithms were constructed with the help of the Python-based Keras deep learning library. The
Convolutional Neural Network alng with Long Short Term Memory and the used word embedding. The selected classifiers
were used in the experiment. The rule of thumb for classifiers was to use 80% training data and 20% testing data. The research
led to the creation of an 89%-accurate Convolutional Neural Network. The accuracy achieved by The Lstm is 87.6% per cent.

Sentiment analysis utilizing machine learning was offered for the Awngi language by M. Mihret and coworkers (18). To
accomplish this, they first used the Ethiopic script to convert the Latin texts and then wrote the texts in them. This work has
far-reaching consequences for Awngi linguistics and application, especially in sentiment analysis. Because of the corpus they
created, preprocessing tools that they developed, and the areas for further research identified, they are confident that sentiment
analysis will advance in the Awngi language. Based on their study, they determined that the SVM had good accuracy.

An aspect-level approach combined with a hybrid kind of deep learning is used in (19) to analyze the sentiments present in
Amharic text. They downloaded the Excel file containing the data set from Amhara Media Corporation’s official Facebook page
using exporter comment software, a dataset comprising 10,000 comments was collected and saved in Excel. Machine learning
techniques such as long short-term memory (LSTM), convolutional neural networks (CNN), CNN paired with LSTM, and
CNNwithGated recurrent units (GRU)were trained and tested on the dataset.The LSTMmodel outperformed the competition
significantly, with a training accuracy of 99.10%, as reported by the researchers.

Check out how well various machine learning techniques work together (20). (baseline classifiers like SVM, NB, and RF). A
meta-learner combines the internal models for Amharic sentiment categorization (in this case, logistic regression). To assess
the effectiveness of the classification strategy, they provide a corpus that has been manually annotated. With the use of SMOTE
on TF-IDF characters (1,7) grams of features, the proposed stacked method achieved 90% accuracy. The meta-learner, also
known as the stacked ensemble, outperformed the baseline learners when processing TF-IDF character n-grams, according to
the stack ensemble’s overall findings.

2 Methodology
In this subsection, several machine learning techniques, including deep learning, were used on a dataset of 23,646 cleaned
tweets to develop an automated system for categorizing viewpoints from Amharic tweets. Opinions in Amharic text have been
proposed to be classified into three sentiment groups described below at the sentence level (Figure 1).
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Fig 1. Stages of classification of Amharic sentiment

2.1 Data Collection

In this research, primary sources of information have been obtained from Twitter Amharic tweets using Twitter API, which
is the first step in the emotion recognition process and involves collecting various views (comments) from Twitter (21). In this
investigation, we employed supervised machine learning and deep-learning techniques. Since supervised learning techniques
require labelled datasets for instruction, we categorized the tweets by having three language experts categorize them as either
good (7424), negative (7005), or neutral (9217) (Figure 2).

Fig 2. Sentiment distribution

We spent extra time with language experts to decipher Amharic text, and we labelled the tweets dataset into multiple classes
(positive, negative, and neutral) for the training phase. These groups are arranged according to the point which a word evokes a
specific feeling when used in a sentence. In support of this hypothesis, consider the following Table 1. In Amharic, the sentence
in bold expresses a personal opinion, while the corresponding sentence in English is literal.
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Table 1. An Example of the labelled dataset in the Amharic Language

2.2 Text Preprocessing

To further prepare the dataset for opinion mining, text preprocessing is performed. Text preprocessing is applying any
calculation to unstructured raw material to change it into an arrangement that another procedure may process more
efficiently (22). This work’s proposed model architecture is split into a training and testing phase. While classifying the training
and test sets, the machine learning system required training data consisting of annotated 23,646 Amharic tweets, with 7424
classified as good, 9217 as neutral, and 7005 as negative. These results are a byproduct of the initial phases of tokenization,
symbol removal, stop word removal, non-Amharic character removal, and normalization.

Tokenization: Preprocessing consists of two phases: tokenization breaks down a document or text string into sentences (23).
The second, de-sentence fiction, transforms those sentences into individual words. This research proposes a method for
analyzing the tone of tweets written in Amharic at the sentence level. Since processing at the sentence level was required,
we tokenized the sentence’s text. The Amharic language uses different symbols like (�, �, �, �, �, �) question marks (?) and
exclamation marks (!) as the English language to tokenize sentences into tokens. Tokenization separates a sentence into its
component words based on the distance between consecutive terms in a sentence, making it possible to apply the next step,
stop word removal, with minimal effort.

Stop-word removal: Preprocessing also includes a phase called stop-word removal, which removes the most frequently
occurring words in a text that has no bearing on the classification of attitudes. Certain Amharic stop words are created and
utilized for sentiment categorization and must remain in the text (24). For instance, the Amharic stop words ” ��”, ” ���” and ”
�����” all have an impact on how a sentence is categorized.

Normalization: Normalization is necessary since many people write the exact words using various forms. One technique
for cleaning up messy textual data is called ”normalization.” Some characters in Amharic (like - and others) indicate the same
sound, so these duplicates must be eliminated so that a single character represents each sound. It also entails normalizing the
data’s content in various cases, such as when a forward slash (/) is used to shorten a term and when a period (.) is used instead.

Feature Extraction: To extract features from the textual information, we employed Bag-of-Words (BoW) and Term
Frequency-Inverse Document Frequency (TF-IDF) techniques on the tweets after performing normalization and removing
unnecessary spaces, punctuation, and stop words. BoW treated each word as a feature, allowing the classifier to learn from them
in the document classification task. Additionally, we utilized TfidfVectorizer, a feature extraction utility from the sci-kit-learn
library (25), to calculate TF-IDF scores. This technique assigned weights to words based on their frequency within a document
and rarity across the corpus. By transforming the tweets into real-valued vectors using these feature extraction techniques, we
obtained representative features for sentiment analysis or other text classification tasks.

3 Result and Discussion
Twitter data is collected, prepared, and preprocessed here to address Amharic sentiment analysis research’s need for
standardized, annotated, and massive text corpora. This research validates Amharic sentiment analysis text corpora using
machine learning and deep learning techniques. The experiment also helps the machine classify the Amharic comment into a
pre-defined label. Hence, section 3.1 describes the experimental setting for Amharic sentiment classification, whereas part 3.2
offers the study’s results.
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3.1 Experimental Setup

In this study, we conducted our experiment using supervised machine learning and deep learning techniques. The experiment
employed a dataset of 23,646 Amharic tweets labelled with three different class labels (positive, negative and neutral). In order
to put this research into action, we make use of a Google Colab platform equipped with a TPU, 25GB of RAM, and a number
of different machine-learning algorithms, including KNN, LGBM, XGB, NC, Linear SVC, Ada Boost, and ANN that are pulled
from the Python and NLTK libraries. The dataset is segmented so that 80% of it will be used for training purposes to create
the classification model. In comparison, the remaining 20% will be saved for testing and evaluating the classification model.
Additional experiment on the same dataset is carried out for the sentiment analysis using deep learning using a convolutional
neural network (CNN).

3.2 Experimental Results and Discussion using ML

Thefindings of the experiments used to validate the dataset for Amharic sentiment analysis are detailed in Table 2. As seen in the
table below, the performance of K-Nearest Neighbors (KNN) in Amharic sentiment classification baseline trials is superior to
that of LGBM, XGB, and Linear SVC. Regarding the time needed to complete the task, ANN comes first, next Nearset Centroid
and KNN. The outcomes of this trial are very encouraging. Since the primary objective of this study is to develop large, rich
corpora that contain a variety of data, the Amharic sentiment corpus can be utilized to test applications that deal with natural
language. It offers a dataset and stopwords for natural language processing applications explicitly tailored forAmharic sentiment
analysis. This necessitates a variety of academics working together to construct and develop Amharic NLP systems.

Table 2.The experiment result of ML classifiers
Classifiers Accuracy Time/s
K-Nearest Neighbors (KNN) 76% 0.94
LGBM classifier 61% 1.34
XGB classifier 60% 1.99
Nearest centroid 56% 0.42
Linear SVC 53% 3.18
Ada Boost classifier 50% 2.50
Perceptron (ANN) 49% 0.35

3.3 Experimental Results and Discussion using DL

Additional experiments are carried out by utilizing a deep-learningmodel for sentiment classification. It includes an input layer
with a shape of (100), an embedding layer with an input dimension of (vocabulary size + 1) and an output dimension of 300.
There are three convolutional layers with 128 filters each and kernel sizes of 3, 4, and 5. Max pooling layers with pool sizes of 98,
97, and 96, respectively, follow each convolutional layer. The pooling outputs are concatenated along the channel axis, flattened,
and passed through a dropout layer with a rate of 0.5.The final dense layer consists of 3 units with a softmax activation function.

The model is compiled using sparse categorical cross-entropy loss and the Adam optimizer. Early stopping is employed with
patience of 3. The model fits the padded sequences during training with a validation split of 0.2. The test set is preprocessed
by tokenizing and padding the sequences. Predictions are made on the test set using the trained model, and performance is
evaluated using the accuracy score.

Table 3.The experiment result of deep learning (CNN)
Classifiers Accuracy Time/s
CNN 90% 0.89

4 Conclusion
This article outlines an effort to gather and arrange a Twitter corpus useful in an Amharic natural language processing
problem. Amharic is one of the languages spoken in Ethiopia. Using cutting-edge Python modules and the Twitter Application
Programming Interface (API), comments were collected from the Twitter website. After the dataset had been prepared, the
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collected tweets underwent extra processing, and 23,646 tweets were used for various natural language processing tasks. This
procedure comprises data cleaning, normalization, and punctuation removal; after processing and normalizing data, machine
learning techniques were used to conduct benchmark experiments on Amharic tweet multi-class sentiment classification
studies. Various sentiment analysis classifiers were evaluated, and KNN was performed with an accuracy of 76% consuming the
K value = 8; based on time complexity, ANN takes less time than other classifiers.

In addition, we also evaluated an Amharic multi-class sentiment analysis based on a deep learning method that used a
convolutional neural network (CNN). According to our findings, CNN performed 90% on the test dataset in terms of accuracy;
previous work used deep learning approaches, achieving the highest accuracy of 82% (12). For improved accuracy in our work in
the future, we might look into Transformer-based models BERT (Bidirectional Encoder Representations from Transformers).
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