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Abstract

Objectives: Breast cancer is one of the most ubiquitous cancers among women
in the world and early exploration of the disease can be lifesaving. Finding
breast cancer at an early stage enables quicker initiation of treatment, thereby
enhancing the prospects of a positive outcome. Our aim is to identify the
deep learning neural network model to classify breast cancer patients. Here,
secondary open source data is considered to classify malignant and benign
patients suitably. Methods: Deep learning neural network model, Artificial
Neural Network and simulation approach is used to identify the more precise
model. Findings: It is observed that, our proposed neural network model
specified 97.5% accuracy. Efficiency of the proposed model is evaluated with
the performance measures viz.,, MSE, RMSE etc. Novelty: The results of the
study obtained through the proposed model express the efficiency of the
model itself and also the superiority is demonstrated by comparing it with SVM,
ANN, linear regression, 3DCNN deep models and existing works using various
case studies. In the future, this model can be applicable in similar studies and
it will give better results.
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1 Introduction

Breast cancer is one of the major wide spread malignancies observed in women
throughout the world ). Breast cancer is life menacing and is observed to be the second
highest cause of deaths after cancer in women.In 2018, it is observed that among overall
cancer patients there are 24.2 percent of them having breast cancer. It is metastatic in
nature hence, if it spreads into the organs it becomes tedious to cure®. Therefore, if
the diagnosis is made earlier then the high percentage of survival can be achieved.
Normally, cancers can be detected in the fibrous connective tissue or the fatty tissue
inside the breast and is able to invade other healthy breast tissues. The cells of the cancer
can be detected either in the ducts or the lobules of the breast®)- Accurate diagnosis is
one of the most important processes in breast cancer treatment®). Mammography is
often used as an inspection method for identifying breast cancer to reduce significant
mortality. There are number of causes of cancer viz., gender, age, estrogens, genetic and
were treated as the most important risk aspects ®). The images are divided into multiple
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areas employing similar attributes in neighbouring characteristics viz., coarseness, softness, blush, volume, disparity, form and
mass. Apart from the classification based on crucial part of the image in place of focusing on whole image. As there are various
views of classification some researchers focused on deep learning models owing to their flexibility, sturdiness, and consistency
that eliminate the conventional steps of Machine learning®. These methods automatically extract elevated abstract features
from images and it can deal with the association and nonlinearity between variables”).

In® the authors proposed model breast cancer Convolutional Neural Network (CNN) that help balancing pre-processing
and dataset boosting and it played a good role in enhancing the detection and classification of breast cancer. In‘®) the authors
applied deep learning tools for breast cancer evaluation based on histopathological images of it. They have used CNN including
Inception V3 and Inception ResNet V2 combined with transfer learning techniques to classify it. Further, they have proposed
a new autoencoder network structure for applying non linear transformations to characteristics in the image datasets that has
been extracted with Inception ResNetV2 network. Thereafter, it is being used as input for classical K means clustering algorithm
on image dataset. In !9 the authors applied with UCI dataset and diagnose it with various deep learning technique algorithms
viz., neural network (NN), K nearest neighbour (KNN), random forest (RF), support vector machine (SVM) and CNN.

(DThe proposed model has used some effective features of GoogLeNet and ResNet architectures and has added some
new features such as granular computing, activation functions with learnable parameters, and attention layer to the new
architecture. '?) Performed breast cancer patient classification study for investigating with mammographic images using CNN
and SAE, and observed that CNNs are suitable techniques for it.!3) The authors proposed transfer learning architecture
that consists of combination of pre trained DenseNet121 and ResNet50 models. In1¥ the authors dealt with neural network
related techniques use for development validation of SEER breast cancer survival dataset prediction models. In(' the authors
performed comparison of ML tools viz., SVM, KNN, RE ANN and LR for breast cancer data. In(16) applied K-Nearest
Neighbors, Logistic Regression and Ensemble Learning and classify the breast cancer patient in very excellent manner. ')
the authors proposed deep learning modelling for case control cohort regarding whether the result is in terms of breast cancer
or cancer free status. They have analyzed the data with CNN tool with GoogLeNet and Linear Discriminant analysis (LDA)
and observed that both of these models have superior performance than mammographic breast density. In'®) they employed
traditional CNN a support CNN approaches to overcome change and size with that of blurred mammogram images. Thereafter,
the flipped rotation based approach (FRbA) is implemented to boost the precision of MIAS medical data of 200 mammogram
breast images classification.(!”) The authors proposed fusion of deep learning model with the combination of mammogram
image information and risk factor that has been based on LR model. This will help to deal with large sets of labeled data and
their design extract features automatically.

In this study, our objective is to classify breast cancer patients, using deep-learning algorithm, and find out the most effective
one based on the performance of each classifier in terms of confusion matrix, accuracy, precision and recall. One of the major
challenges after detection of cancer in breast is to classify malignant or benign cells.

In this article, subsequent sections contain the methodology, result and discussion as well as conclusion mentioned in detail.

2 Methodology
2.1 Deep Learning

The concept initially proposed in the 1980s. Mostly of these methods use neural network architectures and are treated as deep
neural networks. In general, traditional ANN contains only Two to Three invisible levels whereas deep neural networks having
number of possible layers. ?”) This will help to deal with large sets of labelled data and their design extract features automatically.
The actual observed models of the proposed work are represented in Figures 2 and 3.

2.2 Dataset

Here, breast cancer data set has been extracted from kaggle repository (https://www.kaggle.com/datasets/ninjacoding/brea
st-cancer-wisconsin-benign-or-malignant). The samples arrived periodically towards Dr. Wolberg, University of Wisconsin
Hospitals, Madison, Wisconsin, USA clinic last five years then he has reported his clinical cases. The data represented in
ascending time span group format. Table 2 explores the parameters that has been taken for the study purpose. Attributes 2
to 10 represented in terms of case and further it has been classified in one of two possible classes as either benign or malignant.
Total 699 observations were considered for this study and detailed split of instances (See Table 1).
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Table 1. Database grouping information

Group No.  Number of Instances  Period

1 367 January 1989

2 70 October 1989

3 31 February 1990

4 17 April 1990

5 48 August 1990

6 49 Updated January 1991

7 31 June 1991

8 86 November 1991

Total 699 as of the donated database on 15 July 1992

Table 2. Breast cancer data set attributes information

Attribute Domain
Sample code number id number
Clump Thickness 1-10

Uniformity of Cell Size 1-10
Uniformity of Cell Shape  1-10

Marginal Adhesion 1-10

Single Epithelial Cell Size 1 - 10

Bare Nuclei 1-10

Bland Chromatin 1-10

Normal Nucleoli 1-10

Mitoses 1-10

Class 2 for benign, 4 for malignant

Missing attribute values 16

Class distribution Benign: 458 (65.5%), Malignant: 241 (34.5%)

In this study, data is analyzed with the free and open source software R 4.1.2 version. The dataset is divided in to two parts-
80% and 20% dataset that is used for training and testing respectively and dataset is split using H20 R Language package. To
optimize the result with R program, some packages were utilized viz., mlbench and neuralnet.

2.3 Proposed algorithm

Step 1: Steps that have been used for analysing data.

Step 2: Collect the data set.

Step 3: Identify decision variable.

Step 3: Identify or apply deep learning neural network.

Step 4: Calculate the performance measures Equations (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), (11), (12) and (13).

o MSE: Mean Square Error represents the average of the square difference between the original and predicted values in the
data set. It measures the variance of the residuals.

YV (-9

MSE = (1

Where, MSE= Mean square error, where n=number of data points, y;= Observed values, y = predicted values

o RMSE: It is the square root of MSE, also it has the same units as the quantity being estimated; for an unbiased estimator,
ie.

RMSE = /MSE (2)
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o LogULoss: It is the most important classification metric based on probabilities. It's hard to interpret raw log-loss values, but
log-loss is still a good metric for comparing models. For any given problem, a lower log loss value means better predictions.

1
log loss = —Nﬂilyi * log (p(vi)) + (1—yi) * log (1—p(yi)) 3)

o Mean Per-Class Error : Mean per Class Error (in Multi-class Classification only) is the average of the errors of each class
in multi-class data set. Per Class Error is defined as in Equations (4) and (5):

FP

G = 4
""" TP¥FP @
FN
G = - 5
*T FN+TN ®
G +G
The Mean per class error = it (6)

2

It deals with the misclassification of the type of class and if its value is least then its better for classification.

o AUC: AUC or ROC curve is a plot of the proportion of true positives (events correctly predicted to be events) versus the
proportion of false positives (non-events wrongly predicted to be events) at different probability cut-ofts.

TP FP L'tp FP
AUC = [} d = / —d— 7
o 7p N FPrTN oy PN @
Where TP=true positive, TN=true negative, FN=false native, FP=false negative
TN
Specificity = ———— 8
pecificity FPELTN (8)

o AUCPR: The AUPRC proves invaluable as a performance measure for skewed data when the primary concern is detecting
positive instances in a given problem scenario.

. TP
Precision = ———— 9
TP+ FP

« Gini: The Gini coefficient can be calculated using the formula:

A
Gini C icient = —— 10
ini Coef ficien . (10)

Where A is the area above the Lorenz Curve and B is the area below the Lorenz Curve. Also, calculated by formula

G— i1 Lot i — _ Yis X i —xj _ i1 Xt i — )] (11)
22X XX 2nY i1 Xj 2n2x

Relation between Gini and AUC is:

Gini =2« AUC — 1 (12)
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TP+TN

Accuracy = (13)

TP+FP+TN+FN

Step 5: Identification of suitable hidden layers and hidden neurons.
Step 6: Increase hidden layers 1,2,3 layers used.
Step 7: Select optimum number of hidden layers and hidden neurons.
Step 8: comparative approach to check the performance of the model.
Figure 1 flowchart explores the visualization of the proposed study algorithm in the simplified manner.
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Fig 1. Flow chart of the study

In this section, the results obtained through proposed algorithm are discussed in detail.

Table 3. Performance measure of various ANN models

Hidden MSE RMSE LogLoss Mean AUC AUCPR Gini Error Steps
Neuron Per-Class
Error

2 0.022 0.150 0.0874 0.021616 0.9944 0.9873 0.9888 5.9631 731

11,1 0.0366 0.1914 0.1791 0.019541 0.9946 0.9893 0.9893 5.7939 171

4,3,1 0.0262 0.1620 0.1083 0.022708 0.9903 0.9779 0.9807 1.4827 260

44,1 0.0247 0.1573 0.1061 0.020633 0.9925 0.9838 0.9850 2.9267 326

53,2 0.0252 0.1588 0.0972 0.023800 0.9938 0.9864 0.9876 0.4981 786

5,5,5 0.02649 0.16277 0.1269 0.021616 0.9947 0.9890 0.9895 1.483 365
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Table 4. Accuracy levels of ANN models
Hidden Confusion Matrix

Neuron Benign Malignant Error rate Precision Recall Accuracy

2 Benign 442 16 0.0349 0.97424893 0.9954955 0.9742
Malignant 2 239 0.0083
Total 444 255 0.0256

1,1,1 Benign 442 16 0.0349 0.97567954 0.99774266 0.9756
Malignant 1 240 0.0042
Total 443 256 0.0243

43,1 Benign 441 17 0.0371 0.97281831 0.99548533 0.9728
Malignant 2 239 0.0083
Total 443 256 0.0272

4,41 Benign 441 17 0.0371 0.97424893 0.99773756 0.9742
Malignant 1 240 0.0041
Total 442 257 0.0257

5,3,2 Benign 440 18 0.0393 0.9713877 0.99547511 0.9713
Malignant 2 239 0.0082
Total 442 257 0.0286

5,5,5 Benign 442 16 0.0349 0.97424893 0.9954955 0.9742
Malignant 2 239 0.0082
Total 444 255 0.0257

Table 5. Comparison of different used model with proposed model

Method Used Data Language Accuracy in (%)
Fang et al. D 3DCNN Primary - 71.0
Ragab et al. ??) SVM,ANN ANN DDSM Python 94.0
Wadkar et al. @) SVM,KNN,CNN Wisconsin _ 97
Naji et al. @4 SVM, LR KNN, Wisconsin Python 97.2
Proposed Model ANN with Simulation Wisconsin R 97.56

Fig 2. 9-2-1 NN model

After applying Artificial neural network model on Breast Cancer Wisconsin dataset, we used Confusion Matrix, Error rate,
Mean square error, Root Mean square error, Accuracy, LogLoss, Precision, Mean Per-Class Error, Sensitivity Gini coefficient,
recall, AUC steps as performance measures to evaluate and compare the models and identify the best model for the breast
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100.19771

Fig 3. 9-(1,1,1)-1 NN model

cancer patient classification. Confusion Matrix is the way to measure the performance of a classification problem where the
output can be of two or more type of classes. A confusion matrix is a table with two dimensions viz. “Actual” and “Predicted”
and furthermore, both the dimensions have “True Positives (TP)”, “True Negatives (TN)”, “False Positives (FP)”, and “False
Negatives (FN)”. Accuracy is most common performance measure for breast cancer patient classification.

Here, we have performed sensitivity analysis and obtained 25 neural network models with different neuron and layers. We
found six neural network optimal models that are represented in Figures 2 and 3. The result of performance measures of these
models are summarized in Table 3. From Tables 3 and 5, results reveal that the single layer with hidden neurons model is found
to be the more suitable and the results are compared with other ANN models and previously studied models.

4 Conclusion

In this study our aim is to classify the breast cancer disease patients of i.e. Benign and Malignant using Artificial Neural Network
with simulate hidden neurons and various layer. This model gives us more precise results in terms of classification and to predict
cancer disease classification in terms of malignant or benign with higher accuracy. i.e. (97.56%) as compared to State-of-the-art
method as shown in Table 5. Wisconsin breast cancer data set is extracted from kaggle repository. The dataset consists of 699
patients’ details. In the future more data would be added to the database and increase in the hidden neurons with layers will
be helpful for classification problem which would increase help in better result, it would work more accurately and to evaluate
cancer risk assessment.
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