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Abstract

Objectives: To design an effective sentiment analysis model for interpretation
of polarities in the text, that remains a challenging task while classifying
the sentiment of tweets. Methods: This research proposes Aspect-Based
Sentiment Analysis (ABSA) model which effectively retrieves the original
contextual meaning of the text and helps in effective text categorization.
The feature extraction is performed using Bag of Words (BOW) and Time-
Frequency - Inverse Document Frequency (TF-IDF). The extracted features
undergo the process of aspect-based sentiment analysis, which mines out
the set of aspects to determine polarity of the text. Finally, the contextual
words are classified using Long-Short Term Memory (LSTM), to determine the
polarity as positive, neutral and negative. Findings: The experimental results
show that the proposed ABSA with LSTM offers better results in classification
accuracy with 93.54% which is relatively higher than the existing techniques
by name of Stochastic Gradient Descent optimization based on Stochastic
Gate Neural Network (SGD-SGNN) and Binary Brain Storm Optimization and
Fuzzy Cognitive Maps (BBSO-FCM) which attained the accuracies at 90.67%
and 88.71% respectively. Novelty: The ABSA is implemented to extract the
set of aspects and determine polarities of the tweet obtained from extracted
features. In aspect-based extraction, every individual token is labeled with
contextual embedding, Part-of-Speech (PoS) embedding and embedding based
on dependencies. The syntactic presentations at the finalized stages are
improvised by combining the hidden features, appeared PoS states and the
states based on dependencies. Thus, the proposed approach helps to minimize
the complexity while classifying the sentiments using LSTM.
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1 Introduction

Recently nowadays, the usage of microblogging social platforms has reached its peak since the social media platforms such as
Twitter, Instagram, Facebook, etc. generate a connection among users to instantly share their thoughts and opinions ). Among
these, Twitter is considered an active platform with more users and helps business mediums to improvise their standards by
collecting data on how people remark on their services and products >*. Moreover, Twitter acts as a platform to express the
ideas and opinions of the public through tweets. Sentiment analysis is one of the research areas in Natural Language Processing
(NLP) which helps in the detection of sentiment present in the tweets. Many people use the SA as a tool to evaluate reviews, polls,
economic reports, etc.»?). During the time of sentiment analysis, tokenization is performed to tokenize the words and phrases
present in the tweets. Twitter uses a global language that lacks correct grammar and different slang. Therefore, to improve the
SA findings, a pre-processing step must be included to eliminate the undesired data. The sentiment analysis is performed using
both machine learning and deep learning techniques. Among these, deep learning techniques provide more reliable outcomes
during classification of text.

The ability of deep learning techniques in modelling non-linear and improper data structures into an organized form of
data, helps it to attain better results than the machine learning algorithm ). Generally, tweets are gathered from the Twitter
API database and then pre-processing techniques are employed to remove the stop words, blank spaces, punctuation, and
other useless information ). Feature extraction is an essential process to extract features from the pre-processed tweets. After
the process of feature extraction, the pre-processed tweets are transformed into features®. The relevant features from the
extracted features are chosen using feature selection and this is a vital step that simplifies the process of text classification.
The Tweets are categorized based on their polarities that are, positive, negative and neutral *'9), The existing researches based
on sentiment analysis of Twitter data had drawbacks such as constrained learning rate, dissimilar labels, and incapability in
analyzing sentiment of the word aspect. To overcome the aforementioned problems, this research proposed a sentiment analysis
model using aspect-based analysis and LSTM as a classifier. The ABSA model introduced in this research effectively labels every
individual token with contextual embedding, PoS embedding and embedding based on dependencies. Moreover, the syntactic
presentations in the finalized stages are improvised by combining the hidden features, appeared PoS states and the states based
on dependencies. Thus, the ABSA helps in the process of mining the aspects, which minimize the complexity while categorizing
the sentiment of tweets. The recent related works based on sentiment analysis of Twitter data, using machine learning and deep
learning techniques, are as follows:

AlBadani et al.® introduced an effective method to analyze the sentiment of Twitter data using deep learning architectures
such as Universal Language Model Fine Tuning (ULMFiT) along with Support Vector Machine (SVM). The introduced method
utilized Back-Propagation Through Time (BPTT) to categorize the text and model the language. The introduced methods
identified the people’s attitudes toward products based on their comments. However, the ULMFIT method with SVM was
incapable of evaluating the sentiment at aspect levels.

Gandhi et al.© developed a sentiment analysis framework using Convolutional Neural Network (CNN) and LSTM to
evaluate the tweets based on their polarities. Initially, the reviews were tokenized into token words and the tokenized words
were passed through the embedding layer which transformed the word into a predefined size. Then, the classification takes
place using the CNN-LSTM which categorizes the sentiment of the tweets effectively. The introduced method overcame the
issues regarding user reliability.

Kothamasu and Kannan 7 introduced a deep neural network by combining the Improved Adaptive-Network based Fuzzy
Inference System (IANFIS) to analyze the sentiment of people on online products. The tweets of the people were collected
from Twitter data and the feature extraction was performed using the Spider Monkey Optimization (SMO) algorithm. Finally,
the extracted features were passed through the layers of IANFIS to categorize the best products based on the public’s opinion.
However, the SMO utilized in the proposed method was incapable of solving multi-objective issues.

Bibi et al.® introduced a framework using unsupervised learning which was a concept-based hierarchical clustering, to
analyze the sentiment of Twitter data. The framework utilized ensemble-based hierarchical clustering and concept-based
method to extract Bag of Concepts (BOC). Moreover, the proposed method utilized the polarity intensity criteria to detect
polarity of the sentences. The Bayesian model utilized in the framework was capable of categorizing the delegated tweets present
in the Twitter data. However, the concept-based approach utilized in the framework was not up to the mark due to its constrained
knowledge base.

Vidyashree and Rajendra‘® introduced an improved sentiment analysis model by utilizing Stochastic Gradient Descent
(SGD) optimization algorithm based on Stochastic Gate Neural Network (SGNN) to detect the polarities of the tweets. The
features were extracted from the pre-processed output and the dimensionalities of the features were minimized using linear
discriminative analysis. After this, weighted feature selection took place and the tweets were classified using SGNN. The SGD
algorithm utilized in this research contains more labels and it was not limited to time constraints. However, the introduced
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method did not suit well for word-level classification.

Jain et al.(!?) developed a Binary Brain Storm Optimization and Fuzzy Cognitive Maps (BBSO-FCM) to analyze the
sentiment of tweets. The developed model underwent pre-processing to eliminate the undesired words. After this, TF-IDF
was used to extract the features and the proposed BBSO algorithm was used to select the relevant features. The improved
classification was accomplished using Fuzzy Cognitive Maps (FCM) which categorized the tweets as positive and negative
based on polarities. However, the softmax utilized in this research seemed to be dissimilar while predicting the labels.

1.1 Research Gap

Overall, the existing researches faced problems related to classifying sentiments at the aspect levels. Moreover, the dissimilarity
occurred while predicting the labels of individual tokens due to constrained knowledge. Some, of the existing researches did
not analyze the sentiments with proper efficiency, at word level, due to improper extraction of features. To overcome these
limitations of the existing approaches, an aspect level sentiment analysis model is developed which effectively analyses the
sentiments and aids in better classification results.

The major contribution of this research is listed as follows:

(1) Aspect-Based Sentiment Analysis (ABSA) model is proposed which effectively retrieves the original contextual meaning
of the text and helps in effective text categorization. The ABSA effectively labels the individual token and combines the hidden
features which helps to finalize the aspects.

(2) The features from the pre-processed output is extracted using BOW and TF-IDF techniques. The features are analyzed
using ABSA, and then classified based on their polarities using LSTM classifier. The complexity of the LSTM classifier is
diminished due to usage of ABSA which finalizes the syntactic presentations and dependencies.

This research paper is structured as follows: The related work is provided is in the latter part of section 1 and the methodology
of the proposed technique is shown in section 2. The results and analysis are provided in section 3 and finally, the conclusion
of this research is presented in section 4.

2 Methodology

2.1 Sentiment Analysis of Tweets using Aspect-Based Feature Extraction

This research introduces an aspect-based sentiment analysis model to categorize the sentiment of tweets using LSTM classifier.
The main objective of this research is to classify the tweets at the aspect level, using LSTM classifier. In the proposed research,
the sentiment of the tweets is extracted using aspect-based concept, which analyses the aspect of the word and classifies it
based on the polarity. Initially, the Twitter data is collected from Twitter API dataset, in the form of raw data, which is then
pre-processed using tokenization and lemmatization, stop word removal and Word2Vec. The features from the pre-processed
output are then extracted using BOW and TF-IDE. The extracted features undergo aspect-based analysis to identify the aspect
of every individual word in the sentence and the classification is performed using LSTM classifier. The overall process involved
in classifying the sentiment of tweets is presented in Figure 1 as follows:

FEATURE EXTRACTION
PRE-PROCESSING ]—)[ (BoW and TF-IDF) J
DATASET

(Twitter APT)

CLASSIFICATION I ¢ | Aspect Based Sentime nt
NEUTRAL (LSTM Classifier) analysis ]

Fig 1. The overall process involved in sentiment analysis
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2.2 Data Acquisition from Twitter API

This research utilized the Twitter API dataset to collect sample tweets of users, lists, comments etc., (1) Moreover, it is an open-
source dataset regarding different types of topics that can be accessed by the public. The tweets contained in Twitter API are in
a raw form (i.e. with a long sentence, misspelled words and stop words). These redundant things may affect the classification
accuracy so a pre-processing method is essential to remove the unwanted data.

2.3 Pre-processing

The raw data comprises unnecessary data with irrelevant texts, and numerous redundancies which may affect the overall
performance. To remove this, the pre-processing technique is essential in reducing the complexities of the overall performance.
Moreover, the raw data obtained from the Twitter dataset is not suitable for direct analysis as it comprises many irrelevant
data. In data pre-processing, the raw data is converted into a readable format which helps to enhance the overall accuracy. In
pre-processing, the quality of the raw data is improved by the following methods.

(i) Tokenization and lemmatization 1?): In tokenization, the text is fragmented into smaller texts known as tokens. Every
token obtained from the tweets is stored in a token list and these tokens appear based on their original order. In lemmatization,
the words obtained from the tweets are converted into dictionary form.

(ii) Stop word removal 1?) - The stop words are a collection of NLP techniques that neglect the irrelevant information from
the sentence. Repeated words like adverbs, prepositions, and articles are removed from the tweets. The removal of this irrelevant
data helps to lower the dimensionality of the data which helps in improved classification performance.

(iii) Word2Vec - It is an embedding model which maps the tweets into their vector presentation wherein each word present
in the tweet is converted to its corresponding numerical vector. This vector format is utilized to combine the dimensionalities
of LSTM with the output array.

2.4 Feature extraction using Bag of Words and TF-IDF

The BOW model is used in the process of feature extraction where the appropriate features are filtered from the pre-processing
output. The BOW is also defined as the group of words which is utilized to label the contextual sentence along with the count
of words. There are two phases involved in the BOW model, listing the well-known terms and the second one is to regulate the
existence of well-known terms. Initially, the vocabularies of each unknown word present in the tweets are identified and a list
of these distinct words is created to observe their presence in each tweet. At last, the matrix of numbers is passed through the
BOW model to train it to its fullest. This aids in labeling the contextual words in the sentence.

After processing the text with BOW, the TE-IDF(®) method is utilized to evaluate the significance of the word in a tweet.
Moreover, it describes the degree of contextual similarity of the words and detects the similarities among the words. The
significant texts present in the document are evaluated using IDF that particulate the significant text in the tweets. Moreover,
IDF is used to evaluate rarely used words present in the document. The value of TF is computed using Equation (1) presented
below,

X 1)

TF(t,d)= T

Where the term frequency of the terms present in the document is considered as TF(¢,d), the occurrence of the term in the
document is denoted as N(; 4) and total number of terms is represented as 7. Thus, for different tweets, different TF (t,d) values
are evaluated. Equation (2) provides the formula to evaluate IDF value.

IDF (t) = logN /N(t) ()

Where the inverse document frequency of the term 7 is denoted as IDF and the number of text is denoted as N(¢). From the
aforementioned Equations (1) and (2) about TF and IDF, the value of TF-IDF is evaluated using Equation (3) as follows:

TF —IDF =TF x IDF 3)

After the stage of extracting features from TF-IDF, the aspect-based analysis is performed which is explained in the following
sections.
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2.5 Aspect-based sentiment analysis

The tweets obtained from extracted the output undergo the stage of aspect-based analysis wherein the aspect of every individual
feature is selected using the proposed word Aspect Based Sentiment Analysis (ABSA) model. The aspect-based analysis
is performed to extract the set of aspects and determine the polarities of the tweet obtained from extracted features. In
aspect-based extraction, every individual token is labeled with contextual embedding, Part-of-Speech (PoS) embedding and
embedding based on dependencies. The syntactic presentations at finalized stages are improvised by combining the hidden
features, appeared PoS states and the states based on dependencies. The process involved in the proposed aspect-based feature

extraction is represented in Figure 2 as follows:
¥

. 2 ¥
i’ ™
Dependency | | contextual POS
- embedding i embeddlng_J
DE vector POS vector

Self-attention Self-attention

h

Attended DE L STM states

| Fully connected layer |

ASPECT

Fig 2. The process involved in aspect- based analysis

Attended
POS

a) Demonstration of Input: The aspect-based model requires distinctive categorization tokens referred to as T, input sequence
at the beginning, and separator S at the end of the sequence. Thus, the format of the sentence should be changed before
processing it into the aspect-based model. The overall format of the input sentence is converted based on the form of T+
input sequence +S. b) PoS embedding: The PoS of every individual word is interpreted using PoS tagging and subsequently,
PoS of the input sequence is retrieved. The input sequence of the PoS tagging is represented in Equation (4) as follows:

PZ{PbPZaann} (4)

The embedded layer of PoS obtains a sparse representation of vectors to gain the dense vector representation, which is presented
in Equation (5) as follows:

ve={F|iel,n]} (5)

Where v/’ € R"POS and the hPOS refers to the hidden side of POS embedding.

The process of POS embedding utilizes the whole sequence of POS taggers and extracts grammatical dependencies from the
input sequence.

c) Embedding based on dependencies: The dependency-based embedding utilizes dependent contexts based on syntax
relation among the participant words. Every individual target word W consists of modifiers attached to it. The obtained context
C is represented in Equation (6) as follows:

CZ{(M],Rell)7(M2,Relz),...7(Mn,Re‘ln)} (6)
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Where Rel is known as the relation of dependencies between the target word W and the modifiers M.

During the prior period of final context extraction, the contexts containing prepositions are combined by incorporating the
prepositions of the labeled dependencies. The dependency-based embedding integrates the withdrawn connection of linear
word embedding. Moreover, the inappropriate texts are de-highlighted, which tend to fall in contextual windows.

a) Fine-tuning: Finally, the final contextual words obtained from aspect-based feature extraction are tuned to minimalize the
loss rate of cross entropy. The fine-tuning takes place using L, regularization norm, using optimistic parameters. The process of
fine-tuning is performed based on the Equation (7) as follows:

L(6) = —¥i_ yilogyi+ ALgco 6 ™)
Where the regularization and optimistic parameters are denoted as A and 6. The expected textual labels that correspond to y;
are denoted as ;.

2.6 Classification using LSTM

The aspect-based analysis provides fine-tuned contextual texts which are needed to be classified based on the polarity of the
sentence. This research utilizes LSTM (1415 a5 a classifier to categorize the text as positive, neutral, or negative, based on
polarities. LSTM is one of the types of recurrent neural networks which retains information related to long-term dependencies.
The architectural diagram of the LSTM is shown in Figure 3 as follows:

by

*
I

Ctq Ct

® o
Ganh)
-
+ (x) o )
his [ T] [tanh] ]
I > h:
|

X

Fig 3. Architectural diagram of LSTM

The LSTM typically contains a current cell state (C;) and three gates that are, input gate (i; ), output gate (O, ), and forget the
gate (f;). The equation of the cell state of LSTM is represented in Equation (8) as follows:

CG=C 1 Xfi+Cxi (8)

The gradient present in the LSTM is in a preserved form that eradicates the issues based on vanishing the gradients. So, LSTM
is considered an effective method for word sequence and modeling languages. Each node present in LSTM receives C;_ from
the prior nodes of LSTM and obtains a word vector x; and the output vector as /,_;. The forget gate is utilized to forget and
keep the information in the cell state and the mathematical form of forget gate is represented in Equation (9) as follows:

Jfi= G(Wf~[ht717xt]+bf) 9

Where the sigmoid function is denoted as ¢ that provides an output lying in the range of 0 to 1. The input layer is responsible
for deciding whether the value of the next input is to be considered by the preceding layer or not. The current state with updated
vector value is represented as C; which is represented in Equation (10) and the Equation (11) defines the equation of the input
gate.

CN} = tanh (W¢. [h;_l,x;] -‘rbc) (10)

i,:G(W/,-.[h,_l,x,]—Fbi) (11)
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Where the weighted state and the biased state are denoted as W and b respectively. The output O; of the LSTM and /4, is
represented in Equations (12) and (13) respectively.

O, =0 (W. [hffl,x[} +by) (12)

hy = O; x tanh (C;) (13)

The data will be transferred from one layer to another layer in sequential order and to every hidden layer, using the tanh
activation function. The output layer utilizes the softmax activation function that produces an output that lies within the range
of [0,1] which identifies and categorizes the sentiment of the particular tweet.

3 Results and Discussion

This section provides a detailed analysis of results obtained by evaluating the efficiency of the proposed method, on the basis
of the performance metrics, accuracy, precision, recall and F1 score. Moreover, this section is segregated into two sub-sections
named as performance analysis and comparative analysis. The performance of the classifiers is evaluated in the presence and
absence of the ABSA model, while in the comparative analysis the efficiency of the LSTM-ABSA is evaluated and compared
alongside the existing classification techniques, SGD-SGNN ) and BBSO-FCM (1),

3.1 Experimental setup

In this research, the performance of ABSA is evaluated using Python 3.7 software with system specifications such as an Intel
i7 processor at 2.20 GHz and 8 GB RAM capacity in the Windows 11 operating system. The Twitter API dataset is utilized to
calculate the efficacy of the proposed ABSA model.

3.2 Performance metrics

The performance of the proposed ABSA is evaluated based on accuracy, precision, recall and F1 score, which are represented
in Equations (14), (15), (16) and (17). The description of the aforementioned metrics is described in this section.

Accuracy

It is defined as the total number of truly classified text to the total number of text present in the document.

Accuracy = IN+TP (14)
YT INYFNLTP+FP

Precision
It is defined as truly positive text to the total number of positive texts.

TP
Precision = ——— (15)
TP+FP
Recall
It is stated as truly positive text to false negative and true positive texts.
TP
Recall = ——— (16)
TP+FN
F1-score
It is evaluated based on considering the value of both recall and precision
F1 score — 2 x Precision x Recall (17)

Precision + Recall
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3.3 Performance analysis

In this section, the resultant performance of the proposed ABSA is evaluated with Context Based Sentiment Analysis (CBSA)
model and Rule Based Sentiment Analysis (RBSA) as per accuracy, precision, recall, and F1 score metrics. Table 1 presents the
performance of the proposed ABSA, along with those of the existing CBSA and RBSA. The results from Table 1 show that the
proposed ABSA, on an overall basis, achieves better results in all the evaluation metrics. The proposed ABSA achieved better
classification accuracy of 93.54% which is comparatively higher than the accuracies attained by CBSA and RBSA.

Better implementation results are delivered by the proposed ABSA due to its efficiency in performing analysis at the aspect
level, and the labeling of every token in an individual manner. This effectively determines the polarities with higher classification
accuracy.

Table 1. Performance evaluation based on sentiment analysis

Models Accuracy (%) Precision (%) Recall (%) F1 score (%)
CBSA 89.12 83.67 80.19 81.38
RBSA 90.37 87.67 85.23 83.91
ABSA 93.54 89.71 87.28 85.21

Secondly, the performance of the LSTM classifier is evaluated with existing classifiers, Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN), and Generative Adversarial Networks (GAN). The evaluation is performed without
aspect-based sentiment analysis, as presented in Table 2.

The results from Table 2 show that the LSTM classifier has achieved better results when compared with other classification
models. For instance, the LSTM has achieved a precision of 89.71% which is higher than the precisions of CNN, RNN and
GAN measured respectively as 83.22%, 79.31% and 85.44%. The better result of LSTM is due to its capability in handling long-
term dependencies and its ability to remember the data over a long period. Moreover, it is less vulnerable to vanishing gradient
problems.

Table 2. Performance evaluation of classifiers without ABSA
Classifiers  Accuracy (%) Precision (%) Recall (%) F1 score (%)

CNN 85.61 83.22 80.12 78.43
RNN 82.89 79.31 77.66 77.57
GAN 89.64 85.44 83.11 82.12
LSTM 93.54 89.71 87.28 85.21

Similarly, after implementing along with aspect-based feature selection, the performances of the classifiers are evaluated
based on accuracy, precision, recall and F1 score. Table 3 shows the results obtained from the classifiers in the presence of the
ABSA model.

The results from Table 3 show that LSTM in the presence of ABSA has achieved better classification results when compared
with existing classifiers. For instance, LSTM with ABSA has achieved a better classification accuracy of 95.43% which is relatively
higher than other classification models. This better classification is due to the proposed ABSA model which employs sentiment
analysis for every individual token in the provided data and predicts the sentiment accurately.

Table 3. Performance evaluation of classifiers with ABSA
Classifiers  Accuracy (%) Precision (%) Recall (%) F1 score (%)

CNN 89.17 87.24 84.78 82.34
RNN 86.89 85.12 81.39 86.12
GAN 91.47 89.90 86.77 87.54
LSTM 95.43 91.87 92.76 88.23

3.4 Comparative analysis

In this section, the performance of the proposed ABSA-LSTM model is compared with existing sentiment analysis models of
SGD-SGNN and BBSO-FCM (19, The results obtained from the comparative analysis are presented in Table 4 as follows,
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Table 4. Comparative table

Methods Accuracy (%) Precision (%) Recall (%) F1 score (%)
SGD-SGNN®  90.67 85.92 83.19 80.22
BBSO-FCM (19 8871 86.54 81.88 82.51
ABSA-LSTM 95.43 91.87 92.76 88.23

The results from Table 4 show that the proposed ABSA-LSTM method obtained better performance in the overall evaluation
metrics. Especially, it achieved a classification accuracy of 95.43% which is comparatively higher than the existing methods,
SGD-SGNN (90.67%) and BBSO-FCM (88.71%). The better result of the proposed approach is due to the features analyzed by
ABSA which helps in easier execution of sentiment classification performed by LSTM. Moreover, ABSA analyzes the sentiment
of every aspect and labels every individual token in a unique way which helps to determine the polarity of tweets. Thus, the
efficiency of ABSA model helps to classify the sentiment much more appropriately than the existing approaches.

4 Conclusion

In this research, aspect-based sentiment analysis is proposed to analyze the sentiment of tweets. Twitter API is used to obtain
the input as raw data and this raw data is pre-processed by tokenization, lemmatization, and stop word removal. The major
objective of the research is to perform sentiment analysis at the aspect level to detect the sentiment of every contextual word
present in the tweets. The pre-processed data is fed into the process of feature extraction where the essential features are extracted
using Bow and TF-IDE The obtained features are processed using the proposed ABSA which mines out the set of aspects and
determines the polarity of the text. The ABSA extracts the set of aspects and determines polarities of the tweet obtained from
extracted features. In aspect-based extraction, every individual token is labeled with contextual embedding, Part-of-Speech
(PoS) embedding and embedding based on dependencies. The syntactic presentations at finalized stages are improvised by
combining the hidden features, PoS states and the states based on dependencies. Thus, the process of combining the features
helps to enhance the efficiency and minimize the complexity during sentiment classification. Finally, the LSTM is utilized to
categorize the text based on their polarity, as positive, negative, or neutral. The results from experiments show that the proposed
ASBA with LSTM achieved a better classification accuracy of 93.54% which is comparatively higher than the existing methods
such as SGD-SGNN (90.67%) and BBSO-FCM (88.71%). This research helps in providing aspect-based sentiment analysis
which focuses on every contextual aspect to determine the polarity of the tweets. Future work will most probably be based on
tuning hyper-parameters to enhance accuracy rate of the sentiment classification process.
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