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Abstract
Background: This study focuses on the crucial task of predicting bankruptcy
within the framework of contemporary economics. It is essential to construct
trustworthy and solidmodels in order to accomplish this.Objective s: Themain
goal is to address the intricacies involved in predicting bankruptcy by putting
forth models that can manage scenarios with a high concentration of outliers
and data imbalances. Methods: We use a Generative Adversarial Network
(GAN) to synthesise data in order to address data imbalance. Then, we deal with
outliers using six different methods: z-score normalisation, isolation forest,
one-class SVM, local outlier factor, elliptical envelope, and interquartile range
(IQR). Two different bankruptcy datasets are subjected to rigorous application
of these suggested models, and their performance is carefully compared.
Findings: Compared to the other threemodels, the GAN-Adaptive Neuro-Fuzzy
Inference System (ANFIS)model outperforms the others in terms of bankruptcy
prediction. This model is remarkably resilient to outlier data; regardless of the
use of outlier handling approaches, its predicted accuracy does not change.
Novelty & Applications: The innovation resides in the introduction of ANFIS
models based on GANs, which are explored in the field of bankruptcy dataset
prediction that is tainted by outliers. Furthermore, although a number of
outlier handling strategies have been investigated in earlier research, our study
is a ground-breaking attempt to pinpoint the best strategies for enhancing
bankruptcy prediction with hybrid ANFIS models.
Keywords: Bankruptcy; Feature Selection (FS); GAN (Generative Adversarial
Network); Adaptive NeuroFuzzy Inference System (ANFIS); Outlier handling
(OH)

1 Introduction
Since effective bankruptcy forecasting is crucial to a company’s future existence,
bankruptcy prediction can be regarded as one of the major research areas. For
corporations to take corrective action in a timely manner and prevent bankruptcy,
they need accurate prediction models. In general, outliers can be found in bankruptcy
statistics, and the majority of them exhibit imbalances. These factors make pre-
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processing the datasets crucial before creating models to predict bankruptcy.
An outlier is a small amount of data that stands out significantly from the rest of the data. Outliers in a dataset behave

differently from the rest of the data in that dataset. Outlier handling is therefore crucial in many different application domains.
This study makes use of two datasets. In general, there are a lot of outliers in bankruptcy datasets. Here are six methods for
addressing outliers: Using a comparison of one class SVM, local outlier factor, isolation forest, elliptical envelope, interquartile
range (IQR), and z-score, the optimal outlier treatment method for bankruptcy datasets is determined. We use one data
generating technique, GAN, to balance the datasets because they are also very imbalanced in nature. Here, a hybrid model for
predicting bankruptcy namedGAN-ANN,GAN-LSTM,GAN-CNN, andGAN-ANFIS is introduced.Applying all of the outlier
handling techniques to them, we compare them in order to determine which classification model best predicts bankruptcy.

2 Literature Review
Outliers are typically present in bankruptcy datasets, which may have an impact on the prediction rate. An outlier is a small
amount of data that stands out significantly from the rest of the data. Outliers in a dataset behave differently from the rest of the
data in that dataset.Therefore, after detection, outliers need to be treated appropriately. Local outlier factor (LOF) was employed
by the authors in (1,2) as an outlier detection technique, and this resulted in a superior prediction. Z-score was successfully
employed as an OH approach in (3) by researchers using Multivariate Long Short TermMemory (MLSTM).The authors handle
outliers using both the Z-score and the local outlier factor (4). The authors of (5,6) employed the interquartile range approach
(IQR) to address an outlier and discovered that the performance of the categorization has improved after the outliers in the data
were removed. Isolation Forest was employed by the authors in (7) as an outlier handling method. In (8), the Elliptic Envelope
approach is employed as anOH technique. In contrast, the authors applied two unsupervisedmachine learning techniques—the
Elliptic Envelope (EE) and the Isolation Forest (If)—to improve the prediction results (9,10). One-class SVMwas the onlymethod
employed by the author in (11) for OH; however, in (12), three algorithms—one-class SVM, elliptic envelope, and local outlier
factor—were chosen and combined based on a vote process. We discovered that the authors of the aforementioned studies
use various outlier handling strategies to improve their predicted outcomes. Here, we analyse six outlier treatment methods to
determine which is best: elliptical envelope, one class SVM, z-score, isolation forest, local outlier factor, and interquartile range
(IQR). A comprehensive analysis is being carried out in this study to ascertain the effects of utilising various OH techniques
and to identify which one is more suited for bankruptcy datasets.

For the purpose of predicting bankruptcy, the authors of (13) compare three machine learning techniques—Random Forest,
SVM, and Logistic Regression—and one deep learning technique, CNN. It is discovered that when it comes to bankruptcy
prediction, deep learning algorithms perform better than conventional models. The identical thing is also present in (14). The
author discovered that deep learning techniques, such as RNN and LSTM, have greater predictive power than all conventional
machine learning models after comparing them to a few other machine learning techniques. Using the adaptive neuro-fuzzy
inference system (ANFIS) as a classifier, the researchers in (15) compared the ANFIS’s performance to that of the genetic
algorithm as well as other statistical techniques like support vector machines, Bayesian networks, and J48 decisions. They
discovered that the ANFIS produced better results than the other techniques. Research on the measuring and management of
banking risk is conducted in (16), wherein the researchers achieved excellent results using ANFIS as a classifier. The researchers
in (17,18) achieved higher prediction accuracy by using ANFIS as a classifier for bankruptcy prediction. Some deep learning
researchers have shown in the aforementioned studies that deep learning techniques outperform machine learning techniques
in the context of bankruptcy. Additionally, some scholars are working on the ANFIS model. The ANFIS model consistently
provides very accurate predictions. However, no one is attempting to determine whether of the deep learning and ANFIS
approaches has greater predictive potential. In order to determine the best classification model for bankruptcy prediction,
we introduce four hybrid models for this region: GAN-ANN, GAN-LSTM, GAN-CNN, and GAN-ANFIS. As a balancing
technique, we use the data generating technique GAN (Generative Adversarial Network) (19,20). Therefore, the purpose of this
study is to determine the most effective outlier handling method and classification model for bankruptcy datasets.

3 Methodology
In general, outliers can be found in bankruptcy statistics, and the majority of them exhibit imbalances. In this study, six outlier
handling techniques—one class SVM, local outlier factor, isolation forest, elliptical envelope, interquartile range (IQR), and
z-score—were used for the pre-processing of datasets. One data-generating approach, GAN, was also employed to balance the
dataset. Since more inputs increase the complexity of the model, we are only using two characteristics from the datasets for the
ANFIS model. Here, we choose features based on feature relevance in order to select the most relevant features.
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3.1 Local outlier factor (LOF)

The local outlier factor (LOF) of each object is determined by assigning a degree to it in the LOF technique.This method, which
is mostly focused on local density, finds outliers by comparing the object’s local density with that of its closest neighbour. A
low-density neighbourhood is indicated by a high LOF number, which increases the likelihood of an outlier (2).

3.2 Z-score

z-score measures the deviation of different experimental values from the most probable value, the mean. Z- score can be
calculated by applying the following formula.

Z = (i- µ)/σ
where,
i= Input value
µ = Mean of the data set
σ = Standard Deviation of the dataset
We may determine how much one observation deviates from the other observations in the dataset using the z-score value;

if the value is large, the observation will be considered an outlier. This method is quite straightforward and quick to apply, but
it requires some understanding of how the data set is distributed (4).

3.3 Interquartile Range (IQR)

Outliers can only be found using the interquartile range (IQR) on uniformly distributed data.The 25th, 50th, and 75th values in
an IQR dataset are the four groups into which the dataset is divided, or into four quartiles. For the computation of outliers First,
the data must be maintained in the proper order using the Interquartile Range. Next, by determining the lower 25% and upper
75% of the distribution, the values of the first quartile (Q1) and third quartile (Q3) are determined. Next, using the following
formula, the values of the upper limit (UL), lower limit (LL), and IQR are determined.

IQR = Q3-Q1
LL = Q1-(1.5*IQR)
UL = Q3+(1.5*IQR)
Everything outside the upper and lower boundary is an outlier (6).

3.4 Isolation Forest

In an isolation forest, data is divided at each node using a randomly selected feature and threshold to create a tree structure
that grows from the root to the leaves. Every tree develops until every occurrence is by itself in a leaf. In this case, the instances
are split repeatedly; anomalous or out-of-the-ordinary data quickly arrive at leaf nodes, but nominal data require an increasing
number of splits before they do. Therefore, there is a very high chance that a forest of casual trees or a forest of random trees
that together provide shorter path lengths for some specific places or observations are outliers (7).

3.5 Elliptical envelope

The elliptic envelope method of outlier detection assumes that the normal data items constitute a distribution, such as the
Gaussian distribution. It uses the data points’ normal distribution along with any possible feature covariance. Based on the
supposition that normal objects occur in high probability sections of the distribution and outliers occur in low probability
regions or do not follow this distribution, the data objects are separated into normal data and outliers in this instance (8).

3.6 One class SVM

In support vector machines (SVM), nonlinear maps can be used to convert nonlinearly separable data into a high-dimensional
space where the points can be maintained linearly apart. The SVM methodology can be applied to the one-class classification
problem using the one-class SVM technique (11).

3.7 Adaptive Neuro-Fuzzy Inference System (ANFIS)

The fuzzy system and the artificial neural network model are combined to create the hybrid model known as ANFIS.The fuzzy
layer, product layer, normalised layer, de-fuzzy layer, and total output layer are the five main layers of the ANFIS. In the first
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layer, each node is an adaptable node. Membership functions like the Gaussian membership function and the generalised bell
membership function are typically used here as node functions.The firing strength of a rule is represented by each node output
in the second layer. Each rule’s normalised firing strength is displayed on each layer 3 node. Each adaptive node in layer 4 has
a node function that indicates how the rules affect the final product as a whole. A single node in Layer 5 calculates the sum of
all rule outputs (17,18).

3.8 GAN (Generative Adversarial Network)

GAN, a generative technique, generates new data instances that resemble the training set. For example, we can create photos
with GANs that don’t have any faces that resemble those of actual humans. The discriminator and generator neural networks
in a GAN compete with one another to become more accurate. The goal of a GAN is to teach a discriminator that must be able
to distinguish between real and fake data while also giving instructions to a generator to produce fake data instances that can
reliably fool the discriminator (19,20).

3.9 Feature selection on Feature Importance

It is the method by which we select the features—either manually or automatically—that contribute most to the target variable.
It describes techniques that assign a number to input features according to how well they can predict target variables; feature
selection is then done using the feature Importance score. The improvement of a predictive model’s efficacy and efficiency
is greatly influenced by feature significance scores (21). The datasets used in this study are split into two categories after
preprocessing: training and testing. Here, the models are trained using 80% of the entire data, with the remaining 20% being
utilised to assess the models’ efficacy. To train the model, the preprocessed training dataset is fed into the classification models.

3.10 Architecture

The process of doing the pre-processing of the datasets, construction of bankruptcy prediction models and their evaluation can
be represented pictorially step by step as shown in Figure 1.

Fig 1.The architecture of GAN-ANFIS bankruptcy prediction process

4 Dataset Description
Two datasets are being used here: the first is for financial distress prediction, with 87 characteristics and 3682 occurrences, of
which 3546 are nonbankrupt and 136 are bankrupt. In this case, the first column represents several sample companies, while
the second column displays various time periods to which the data pertains. The duration of the time series varies from 1 to 14
for every organisation. Other features of the sampled companies include some financial and non-financial ones.

The second is the Taiwan Stock Exchange, which has 6816 cases with 96 attributes, 220 of which are bankrupt, and 6599
of which are not. The information used here was gathered from the Taiwan Economic Journal between 1999 and 2009. The
definition of company bankruptcy was established by the business legislation of Taiwan.
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5 Results and Discussion
The datasets used in this study are split into two categories: training and testing. Here, the models are trained using 80% of the
entire data, with the remaining 20% being utilised to assess the models’ efficacy.This study’s datasets are incredibly unbalanced.
The GAN (Generative Adversarial Network) data generating method is used to balance the unbalanced training datasets by
producing the necessary number ofminority class data. Subsequently, we employ an additional dataset preprocessing technique
called outlier treatment to eliminate outliers from the datasets. The preprocessed training dataset is used to train the models in
classification after preprocessing.

Here, four classification models are employed: ANN, LSTM, CNN, and ANFIS. We use Conv1D () in our CNN model.
It so has a convolution layer that is one dimension. We apply 128 filters to the dataset in the first Conv1D () layer, with a
convolutional window size of 3. The number of features to be chosen from the dataset for prediction is determined by the
input_shape parameter. Lastly, a rectified linear activation function (ReLU) activation function is employed in four layers of
hidden neurons. Here, two is used as the pool_size. The output then appears, showing us a dense layer with two neurons and a
constant pair of projected values that must be either 0 or 1. Since the softmax activation function goes from 0 to 1, it is utilised
in this situation and makes it simple to predict a binary value as the output. The data in this model is transformed into a one-
dimensional array using the Flatten() function in order to move on to the next phase of processing. We have a successively
dense LSTM model. Here, there are 80 neurons in the first LSTM layer. The number of features in the dataset that are utilised
for prediction is determined by the input shape.Then another layer was added. Lastly, there are two neurons in the output layer
since we require both bankrupt and nonbankrupt outputs. To prevent overfitting, we add a few Dropout layers after the LSTM
layer. For the Dropout layers, we set a value of 0.2, meaning that 20% of the layers will be eliminated. Next, a single output
unit is specified by the Dense layer. This uses the sigmoid activation function. We have two hidden layers, one output layer,
and one input layer in our ANN model. Here, the number of neurons in the input layer fluctuates depending on how many
characteristics are present in the dataset that is used for prediction. In contrast, the output layer always contains two neurons
because we require both bankrupt and nonbankrupt outputs. In this case, there are 20 neurons in one buried layer and 10 in
the other.

The same functions and parameters are used to compile each of the aforementioned three models. A loss function called
”sparse_categorical_crossentropy” is used, and anAdamoptimizer with a learning rate of 0.001 is employed initially to optimize
the loss function. Adam is an adaptive learning rate method that calculates personal learning rates based on a range of factors.
Adam uses estimates of the first and second moments of the gradient to modify the learning rate for each neural network
weight, hence the name ”adaptable moment estimation.” We use a batch size of ten when running our models to train them.
Additionally, 50 epochs are specified here.

There are five layers in our ANFIS. For every input variable, the Gaussianmembership function was employed. Since we only
require one output at a time, there is only one node in the fifth layer, the output layer. We use a two-pass learning technique in
our ANFIS model. The first pass is a forward pass, where nodes’ outputs are calculated up to the fourth layer, and subsequent
parameters are updated using least squares techniques. Mistakes are carried backward in the second pass until they reach the
first layer, at which point ANFIS applies gradient descent to optimise the membership function’s parameters. We execute the
model with the epoch number set to 50 in order to train our ANFIS model.

The final trained models are then produced, and their effectiveness is assessed by comparing them to the test datasets.
To assess the effectiveness of the models, we employ classification performance indicators including confusion matrix,
accuracy_score, f1_score, precision_score, and recall_score. We are using the Python 3.7 (TensorFlow) platform for our
implementation.

5.1 Result for Dataset 1

The confusion matrices and ROC curves obtained after applying different outlier handling techniques for dataset 1, using the
data generating method GAN as the balancing technique, from the ANN classifier are shown in (a)-(g) of Figures 2 and 3, from
the LSTM classifier are shown in (a)-(g) of Figure 4, from the CNN classifier are shown in (a)-(g) of Figure 5 and from the
ANFIS classifier are shown in (a)-(g) of Figure 6.

5.2 Result for Dataset 2 using GAN

The confusion matrices and ROC curves obtained after applying different outlier handling techniques for dataset 2, using the
data generating method GAN as the balancing technique, from the ANN classifier are shown in (a)-(g) of Figure 8, from the
LSTM classifier are shown in (a)-(g) of Figure 9, from the CNN classifier are shown in (a)-(g) of Figure 10, and from the ANFIS
classifier are shown in (a)-(g) of Figure 11.
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Fig 2. Confusion Matrix obtained from ANN for Dataset 1

Fig 3. ROC Curve obtained from ANN for Dataset 1
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Fig 4. ROC Curve obtained from LSTM for Dataset 1

Fig 5. ROC Curve o btained from CNN for Dataset 1
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Fig 6. Confusion Matrix obtained from ANFIS for Dataset 1

Fig 7. Performances of different models by applying different outlier handling methods for Dataset 1
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Fig 8. Confusion Matrix obtained from ANN for Dataset 2

Fig 9. ROC Curve obtained from LSTM for Dataset 2
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Fig 10. ROC Curve obtained from CNN for Dataset 2

Fig 11. Confusion Matrix ob tained from ANFIS for Dataset 2
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Fig 12. Performances of different models by applying different outlier handling methods for Dataset 2

Figures 7 and 12 show that, for each classification model, improved prediction results were obtained after the outliers were
removed. Based on these findings, we may conclude that outlier treatment improves prediction results. However, no outlier
treatment technique can be declared the best since different datasets and predicting models yield varying prediction outcomes.

The highest prediction results are obtained by the GAN-ANFIS model when compared to the GAN-based ANN, LSTM,
CNN, andANFISmodels.When compared to dataset2, the prediction result for dataset 1 ismarginally better. OurGAN-ANFIS
model’s accuracy in predicting bankruptcy for dataset 1 is 0.9701, while that of GAN-ANN, GAN-LSTM, and GAN-CNN is
0.8629, 0.8874, and 0.6251.TheGAN-ANFISmodel’s accuracy in predicting bankruptcy for dataset 2 is 0.9662, while the results
for GAN-ANN, GAN-LSTM, and GAN-CNN are 0.8506, 0.3404, and 0.7917, respectively. The aforementioned tables 1 and 2
include the additional performancemetrics.The accuracy of our GAN-ANFISmodel is still higher than that of the GAN-ANN,
GAN-LSTM, and GAN-CNN models for both datasets and every outlier treatment technique. So here we may conclude that
GAN-ANFIS model is better than the hybrid models like GAN-LSTM, GAN-CNN, and GAN-ANN.

In the literature review we found some hybrid models of ANFIS like ANFIS-HB, ANFIS-GA, ANFIS-BP, and ANFIS-SA
which are also used for classification purpose (8). Among these ANFIS hybrid models ANFIS-SA is the best one as it gives the
highest average accuracy rate of 96.28% whereas ANFIS-HB, ANFIS-GA and ANFIS-BP gives average accuracy rate of 76.63%,
76.63%, and 85.83%. But our GAN-ANFIS gives the highest accuracy rate of 97.01% for dataset 1 and for dataset 2 96.62%,
which is also higher than the ANFIS-SA. So here we may conclude that GAN-ANFIS is the superior model for classification.

In (2) the authors used various models, but we only compare between MLSTM-3F and RZTMLSTM-3F, where in
RZTMLSTM-3F, Z score is used as an outlier elimination method. When we consider about the prediction capability, here
it is found out that MLSTM3F model has RMSE value 0.522 and R2 score 0.727 while RZTMLSTM-3F model has RMSE value
0.212 and R2 score 0.954. The RZTMLSTM-3F model provides the better predictive results compared to MLSTM-3F, that
means after outlier elimination prediction capability increases. In (3) the interquartile range (IQR) is used to detect the outliers
and kNN is used as classifier. For one dataset kNN gives accuracy score as 68.30 that time the Hybrid pre-processing + kNN
gives accuracy 84.97. For other two datasets also the accuracy score of Hybrid pre-processing + kNN is more than that of kNN.
In this research we also observe that our GAN based ANN, LSTM, and CNNmodels also increase the prediction accuracy after
outlier handling. But our GAN-ANFIS model does not get affected in any way by the outlier handling techniques, that means
this GAN-ANFIS model does not get affected by the outlier data, so no need of outlier handling.
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6 Conclusions
Most bankruptcy databases contain unnecessary information since they are unbalanced and outlier-filled in nature. Creating
trustworthy models is crucial to lowering the risk of bankruptcy. In this study, we have suggested four hybrid models for
predicting bankruptcy: GAN-ANN, GAN-LSTM, GAN-CNN, and GAN-ANFIS. By producing synthesised data using the
GAN (Generative Adversarial Network) approach, data set balance has been accomplished. Six outlier handling techniques have
been used to compare their effects on the ability to predict bankruptcy, including one class SVM, local outlier factor, isolation
forest, elliptical envelope, interquartile range IQR, and z-score. These techniques were used to select the most pertinent outlier
detection techniques by utilising four different bankruptcy prediction models. GAN-ANFIS model, which shows better ability
to predict bankruptcy than other three models. Surprisingly, this model exhibits resistance to anomalous data. Regardless of
whether outlier handling strategies are used or not, its predicted accuracy is constant. When using each classification model,
outlier control strategies produce better prediction results than when they are not used. When compared to other classification
models, the GAN-ANFIS model performs better. The proposed GAN-ANFIS model’s accuracy in predicting bankruptcy for
dataset1 is 0.9701, whereas it is 0.9662 for dataset2. Due to the effect of the features’ fuzzyness, the GAN-ANFIS model is not
at all affected by the existence of outliers in the data set.

7 Author Contributions
Sasmita Manjari Nayak conducted the research, implementation, analyzed the data, and wrote the paper. Dr. Minakhi Rout
guided the workflow and helps with analysis and discussion of the result.
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