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Abstract
Objectives: To present a textual data analysis of the Union Budgets of India
for financial years 2019-20 to 2023-24). Examining the policy narratives, key
announcements, and thematic emphasis in Budget speeches to explore about
the government’s priorities. Methods: The analysis is centered on the budget
presented by Nirmala Sitharaman, the Finance Minister of India. The study
emphases on the budget speeches conveyed by her and serves a combination
of quantitative and qualitative techniques to classify the main themes and
primacy of the budget. To categorize the discourse into diverse subjects,
Natural Language Processing (NLP), Topic Modeling and Sentiment Analysis
methods are used. Findings: The outcomes recommend that the budget
emphases on encouraging commercial growth, improving living standard, and
providing liberation to many sectors affected by the COVID-19 pandemic.
“India”, “Government”, “Infrastructure”, “Sector” etc. are some of the words
which are used repeatedly in each budget presented. Further high value of
Term Frequency-Inverse Document Frequency (TF-IDF) suggests that India
(0.323), Government (0.315), Tax (0.268), Crores (0.380) are some of the words
which are themost important and relevantwords during Budget presentations.
Correlation matrix suggests that topic 1 is highly negatively correlated with
topic 2 (coefficient value – (-0.832)). The paper concludes by deliberating the
repercussions of the budget on the Indian economy and the challenges that are
to be addressed to attain the budget’s intents. Novelty : Largely, the research
paper delivers an all-inclusive understanding of the Indian Union Budget and
its possible influence on the country’s economic and social development.
Keywords: Textual Data Analysis; Union Budget; Nirmala Sitharaman; Bag of
Words; Sentiment Analysis; TF-IDF

1 Introduction
The Indian government’s fiscal objectives for the financial year are defined in the Union
Budget, a crucial document. The nation’s yearly budget is known as the Indian Union
Budget, usually denoted to as the annual Financial Report (Article 112 of the Indian
Constitution). To understand the government’s intentions and plans, economists,
legislators, and specialists scrutinize the budget in advance it is presented to Parliament
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by India’s finance minister. Since 1947 (after independence) a total of 73 yearly, 14 interim and 4 special budgets/mini budgets
have been presented. Nirmala Sitharaman, the Indian Finance Minister, presented her fifth successive budget for the fiscal year
2023–2024. As of 1 February 2019 for Fiscal Year 2019–20, 2020–21, 2021–22, 2022– 23, and F.Y. 2023-24, respectively,

Textual Data Analysis convey the procedure to extract important discernment and details from textual data. It is an essential
element in the data analytics field. It is used to analyse enormous volumes of text data, such as customer sentiments, social
media columns, and press release articles. It gives valued insights into several themes and trends. With the propagation of
digital media, textual data analysis has turn out to be a critical instrument for industries to make informed resolutions, improve
customer satisfaction, and gain a competitive gain.

Textual Data Analysis of Union budget scrutinizes the policy narratives, highlights important declarations, and differentiate
thematic emphasis within Budget speeches, targeting to gain insights into the government’s priorities. This research paper
includes use of NLPmethods to clean and pre-process the data, followed by several statistical and machine learning algorithms
to recognize patterns, themes, and sentiment in the text. In essence, the study provides to the requirements of making well-
informed pronouncements, encouraging transparency in governance, and adopting a more profound comprehension of the
government’s economic priorities throughout the designated financial years.

1.1 Traditional Framework for Text Analysis

In the subsequent section, the brief indication of the essential structure of text analytics is presented, which is used to analyse
a text corpus. Usually, a traditional text analytics outline contains four main stages. These stages are illustrated in Figure 1.

Fig 1. Traditional Framework for Text Analysis (Source: Created by the Author)

The existing research work available on textual data analysis of the Indian Union budget underlines the significance of
using data-driven methods to analyse the government’s financial strategies. Sentiment analysis, topic modelling, and network
analysis can offer important understandings into the government’s priorities and strategies and notify policy discussions and
deliberations. Further research in this area can help deepen our understanding of theUnion Budget of India and its implications
for the economy and society.

Several studies have examined the Union Budget of India using textual data analysis techniques such as sentiment analysis,
topic modelling, and network analysis. These studies have analysed the budget documents to identify the dominant themes,
sentiment, and key policy measures proposed by the government.

Tweets on the 2016 IndianUnion budget were analysed for sentiment (1).In this study, a lexicon-based sentiment analysis was
used along with a dictionary of positive and negative words. Using the dataset, the investigators examined word co-occurrences.
Tax-related termswere themost frequent, which reflects public opinion. Youth and rural populations contributed little toTwitter
conversations. Textual data analysis has recently become a popular method for sorting extensive and vast textual content. As a
rule, it is a matter of extracting hidden themes and explaining the documents on the basis of these themes. (2)

The literature shows that different methods and procedures that can be used to excerpt unseen info after gathering of
documents. Some of the research work have investigated with related concepts and similarly pointed out that there are diverse
illustrations of theme models, and they use this approach remarkably. (3)

Various extensions to the primary theme model have been developed, such as theme models for both text and
images (4)author topic models (5), author role topic models (6),and hiddenMarkov topic models, which can distinguish between
semantic and syntactic topics (7).
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2 Methodology

2.1 Data Collection

The researchers collected English versions of Union Budget Speeches presented by Nirmala Sitharaman, Minister of Finance,
India, accessible on https://www.indiabudget.gov.in/. February 2023, Nirmala Sitharaman delivered her fifth sequential Union
Budget presentation.The researchers considered all five consecutive Budget presentations (Financial Year 2019-20 to Financial
Year 2023-24). Further, Python programming and its packages on Orange Data Mining Version 3.34.0 (8–10) are used to carry
out textual data analysis. The summary/ highlights of data collection is described in the following figure:

Fig 2. Key Highlights of Union Budgets (2019-20 Onwards) ( Source: Created by the Author)

2.2 Pre-processing

In any unstructured textual data analysis task, cleaning or pre-processing of the data is an important step. Some of the text pre-
processing stages are – removal of punctuation, stop wards, emoji, emoticons, URL etc., stemming, lowering case, stemming,
lemmatization, conversion of emoticons and emoji to words, and spelling corrections (if any).

2.3 General Framework

TheTextual Data Analytics General Framework, powered by Orange Software, presents a well-organized and adaptable method
for extracting valuable insights from textual data (Figure 3). Orange Software acts as the core tool for implementing this
framework, providing a user-friendly and interactive platform for data analysis. The essential elements of this framework
encompass:
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Fig 3. General Framework of Textual Data Analytics Using Orange Software ( Source: Created by the Author)

• Data Preparation - Textual data is imported into the Orange Software as the first step of the framework. Cleaning and
pre-processing are then carried out on the textual data.

• Text Mining Techniques - Tokenization is a technique utilized by Orange Software to dissect textual data into significant
units, such as words or phrases. The framework employed by Orange Software extracts pertinent features from the text,
transforming it into a format that is appropriate for analysis. This process may encompass methods like TF-IDF (Term
Frequency-Inverse Document Frequency) or word embedding’s.

• Exploratory Data Analysis (EDA) - EDA commonly utilizes word clouds, frequency distributions, and topic modelling
visualizations to facilitate analysis and understanding.

• Text Analytics Algorithms - The sentiment analysis tools incorporated in the framework enable the evaluation of the
sentiment conveyed in the text, thereby offering valuable insights into the emotional essence of the content. Topic
Modelling facilitates algorithms such as Latent Dirichlet Allocation (LDA) to detect dominant themes or subjects present
in the textual data.

• Machine Learning Integration - Incorporates machine learning algorithms to perform tasks such as text classification
and clustering. This enables the automated categorization of text or the grouping of similar documents.

• Export and Reporting - Exports the analysed results in various formats for further reporting or integration with other
tools.

2.3 Objectives

1. To conduct a comprehensive textual data analysis of the Union Budgets of India presented by Nirmala Sitharaman, the
Finance Minister of India.

2. To identify the key themes and priorities of the Union Budgets.
3. To analyse the overall sentiment and tone of the Union Budget of India.
4. To develop a framework for textual data analysis of budgetary documents and apply it to the Union Budget of India to

generate insights and recommendations for future research and policy-making.
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3 Results and Discussion

Table 1. Top TenWords Spoken (Frequency) in Union Budgets’ Presentation
2019-20 2020-21 2021-22 2022-23 2023-24

Word F Word F Word F Word F Word F
India 80 Would 80 Crores 97 Government 37 Crore 60
Government 77 Tax 78 Year/ Years 61 Digital 34 Lakh 51
Year/Years 54 Government 77 Propose 50 Capital 33 Tax 43
Tax 43 India 60 Tax 46 Crore 31 Development 28
Crore 36 Crore 60 Government 41 Development 29 Government 28
Scheme 35 Propose 55 India 40 Provide 27 Infrastructure 26
Propose 33 Lakh 54 Infrastructure 37 Tax 26 India 24
Would 32 Shall 41 Lakh 34 Infrastructure 25 Income 24
Lakh 28 New 37 Budget 32 Investment 25 Financial 24
Investment 27 Income 36 Scheme 26 States 21 Digital 21

The ”Most Frequent Used Words in Union Budget”, refers to the words or phrases that appear most often in the document.
This can give insights into the key priorities and focus areas of the government, as well as the broader trends and themes in
the budget. To define the utmost recurrent used words in the Budget speech, the investigator has applied text mining method.
This includes analysing the transcript of the budget to find the occurrence of individual word or phrase. Table 1 illustrates the
most recurrent words in union budgets’ speech presented by Nirmala Sitharaman, the Finance Minister of India. As perceived,
“India”, “Government”, “Infrastructure”, “Sector” etc. are some of the words which are used recurrently in each budget presented.
Analysing the most recurrent words during the Union Budget presentation, can give understandings into the government’s
primacy, purposes, attention areas, and policy guidelines. For example, if the word ”infrastructure” appears often, it proposes
that the government is placing a lot of stress on evolving infrastructural facilities in the country.

In the age of big data and information excess, mining the utmost pertinent and important information from documentary
data has developed a critical job. One such assignment is Key Word Extraction, which includes repeatedly classifying and
extracting the utmost applicable words or expressions that signify the key subjects and themes in a specified text or corpus.
Natural Language Processing (NLP)methods have demonstrated to be extremely effective inKeyWord Extraction by leveraging
numerous language topographies and statistical approaches to classify and excerpt significant relations and expressions from a
text corpus.

Term Frequency-Inverse Document Frequency (TF-IDF) is a common and extensively used techniques for keyword
extraction in NLP. TF-IDF score represents the significance of the term in the text and the corpus as a whole. By calculating the
TF-IDF value for each term in a document or corpus, we can identify the most important and relevant terms, which are often
used as keywords or topics for further analysis. Table 2 shows the TF-IDF values of the Year wise budgets.

A high TF-IDF score conveys that the term/word is both important in the document and relatively rare in the corpus,
suggesting that it is a significant keyword or topic.

3.1 Topic Correlation Analysis

• Pearson Correlation

As shown in the correlationmatrix of Table 3, five topics generated are taken into consideration. It is found that, topic 1 is highly
negatively correlated with topic 2 (coefficient value – (-0.832)) which says that, topic 1 and topic 2 travel in opposite directions.

• Word Clouds of Union Budget Speeches

A word cloud is a graphic demonstration of the occurrence of words in a text. It’s a cluster of words with the most frequent
words seem larger than other words. A word-frequency exploration of Finance Minister Nirmala Sitharaman’s budget speeches
suggests the Finance Minister used the words in her speeches were supported deeply by intents and government’s strategies.
The figures below show word clouds of Union Budgets for financial years 2019-20, 2020-21, 2021-22, 2022-23, 2023-24 and
comprehensive (all five financial years).Word clouds show the themes that got themost prominence in the budget.The size of the
word in the image corresponds to their frequency in the budget speech. As seen “infrastructure”, “digital”, “tax”, “development”,
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Table 2. TF-IDF Values (Year wise Budgets)
2019-20 2020-21 2021-22 2022-23 2023-24

Word TF-IDF Word TF-IDF Word TF-IDF Word TF-IDF Word TF-IDF
India 0.323 Tax 0.268 Crores 0.380 Government 0.176 Crore 0.279
Government 0.315 Would 0.262 Propose 0.196 Digital 0.162 Lakh 0.237
Tax 0.186 Government 0.252 Tax 0.180 Capital 0.157 Tax 0.200
Crore 0.145 India 0.196 Government 0.164 Crore 0.148 Government 0.134
Scheme 0.141 Crore 0.196 India 0.160 Development 0.138 Development 0.130
Propose 0.133 Propose 0.180 Infrastructure 0.145 Provide 0.129 Infrastructure 0.120
Would 0.129 Lakh 0.177 Lakh 0.133 Tax 0.133 India 0.116
Lakh 0.113 Shall 0.134 Budget 0.125 Infrastructure 0.124 Income 0.116
Investment 0.113 Income 0.131 Would 0.102 Investment 0.124 Financial 0.112
Year/Years 0.109 New 0.121 Scheme 0.102 Lakh 0.109 Digital 0.098
Infrastructure 0.101 Year/Years 0.121 Capital 0.098 Income 0.105 New 0.098
Sector 0.101 Rate 0.108 National 0.098 States 0.100 Green 0.098
Public 0.097 Sector 0.101 Health 0.094 Customs 0.095 Sector 0.093
Financial 0.097 Provide 0.101 Sector 0.094 India 0.090 Duty 0.093

Table 3. Correlation Matrix
Topic No. 1 2 3 4 5
1 1 -0.832 +0.384 +0.377 -0.049
2 1 +0.011 +0.011 -0.001
3 1 -0.005 0.001
4 1 0.001
5 1

“government”, “investment” etc. are most recurring words in Nirmala Sitaraman’s speeches. The words, ’development’ and
’infrastructure’, reflect the way ruling government intends to enhance development and growth by massively rising outlay on
infrastructure building such as highways and railways. The less frequent words mentioned in the word clouds represents that,
these themes have a lower priority in the budget (Figure 4).

• Sentiment Analysis

Sentiment analysis, also denoted as ‘opinion mining’, is a method to Natural Language Processing (NLP) which classifies
the emotive tone of a body of text. Sentiment analysis involves recognizing and classifying the emotions articulated in a
given transcript, whether positive, negative, or neutral. Sentiment analysis is carried out to determine if the union budget is
positive, negative or neutral. To identify the sentiments of the union budgets VADER (Valence Aware Dictionary for Sentiment
Reasoning) is used. Predominantly, VADER sentiment analysis depends on a vocabulary that maps verbal features to sentiment
intensities/sentiment scores. This method gives sensitivity to both polarity (positive/negative) and intensity (strength) of
emotion. The table below shows sensitivity of last five years’ budgets:

Table 4. Sentiment Analysis of Union Budgets
Sr. No. Financial Year Positive Sentiment Negative Sentiment Neutral Sentiment
1 2019-20 Union Budget 0.147 0.022 0.831
2 2020-21 Union Budget 0.136 0.023 0.840
3 2021-22 Union Budget 0.138 0.032 0.830
4 2022-23 Union Budget 0.151 0.021 0.827
5 2023-24 Union Budget 0.154 0.019 0.826

It is observed from the Table 4 that a majority of words used by the Finance Minister of India during presentation of
Union Budgets (Financial Year 2019-20 onward) fell into the neutral sentiments with minor percentage of negative and positive
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Fig 4. Word Clouds of Budget Speeches ( Source: Created by the Author)

sentiment categories.

• Heat Map

Heat maps are inordinate to visualize analogous numeric variables.The colour scheme used in a heat map is designed tomake it
easy to interpret and understand the data being analysed. By using bright colours to represent positive compound values and dull
colours to represent negative compound values, the heatmap provides a clear visual representation of the data, allowing patterns
and trends to be easily identified. The color-coding scheme used in the analysis represents the sentiment of the documents.
Positive sentiment documents are denoted by white-coloured bars with positive compound values, whereas negative sentiment
documents are depicted by blue-coloured bars with negative compound values. The same is seen in the Figure 5.

• Hierarchical Clustering

In data mining, hierarchical clustering is a clustering method that generates a hierarchical configuration of clusters in a
dataset created on the connection or distinction amongst data points. This technique is acknowledged as hierarchical cluster
analysis and delivers a graphical illustration of the association among the clusters, which can support data exploration and
understanding. Primarily, individually data point is considered as a separate cluster. Formerly, the algorithm increasingly
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Fig 5. Heat Map of Union Budgets (2019-20 onward) (Source: Created by the Author)

combines the neighbouring clusters, lasting this procedure till a predetermined stopping condition is seen. A tree-shaped
diagram, known as a dendrogram is created as an outcome of hierarchical clustering, representing the hierarchical associations
amongst the clusters. It offers a graphical depiction of in what way related or divergent the clusters are to each other and permits
for the identification of sub clusters or outlier data points in the dataset.The Figure 6 shows hierarchical clustering of the union
budget speeches. As seen in the Figure 6, main four clusters are made.

Fig 6. Hierarchical Clustering ( Source: Created by the Author)

4 Conclusion
This textual data analysis of the Union Budget of India presented by Finance Minister Nirmala Sitharaman for the years
2019-20 to 2023-24 provides insight into the major themes, priorities, and sentiments of the budget speeches. To extract
valuable insights, Natural Language Processing (NLP), Topic Modeling, and Sentiment Analysis were used. Several noteworthy
aspects are revealed by this analysis. It appears that the government’s priority is to support economic growth, improve living
standards, and tackle COVID-19’s challenges. The budget presentations consistently included key terms such as ”India,”
”Government,” ”Infrastructure,” ”Tax,” and ”Crores,” emphasizing their importance in government policy discussions. In each
budget presentation, the Term Frequency-Inverse Document Frequency (TF-IDF) analysis revealed specific words that were
relevant and important. High TF-IDF scores for terms like ”India,” ”Government,” ”Tax,” and ”Crore” underscored their critical
roles in shaping budget priorities. Correlation matrix analysis revealed interesting relationships between the various budget
topics, with some topics displaying strong negative correlations, suggesting divergent emphasis directions. With VADER,
sentiment analysis showed a majority of budget content to be neutral, and a small percentage to be positive or negative. The
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budget speeches were clustered hierarchically, illustrating how related or divergent certain topics and themes were. Overall,
this textual data analysis has provided valuable insights into the Union Budget of India and its potential economic and
social implications. Utilizing advanced analytical techniques, this research aims to enhance understanding of the government’s
priorities and strategies, contributing to future policy discussions. By using data-driven approaches, we can better understand
the intricate nature of budgetary documents and the impact they have on a nation’s trajectory.
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