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Abstract
Objectives: The Identity Matrix is an important notion in linear algebra
with various applications across computational and mathematical domains.
The objective of the paper is to introduce a novel method for transposing
matrices by utilizing the properties of Identity Matrix as agent.Method: In the
proposedmethod, the input matrix performs Sum of Product (SOP) operations
with the Identity Matrix gives the transpose. This involves describing specific
mathematical operations that exploit the properties of the Identity Matrix to
achieve matrix transpose. Findings: The results show that the Identity Matrix
can be used to transpose binary, non- binary and complex matrices. The
paper explores results obtained through empirical studies. The result shows
that the algorithm runs in polynomial time. Novelty: The case study explores
the application of the Identity Matrix for transposing the binary, non- binary
and complex matrices with the support of examples and implementation. The
uniqueness of the method is its competence to transpose matrix by operating
the Sumof Product (SOP) structure. Themethod ofmatrix transpose by briefing
Identity Matrix as the agent can be applied to develop a way of research to
address artificial intelligence problems.
Keywords: Agent Based Simulation; Binary Matrix; Complex Matrix; Identity
Matrix; Matrix Transpose; Sum of Product

1 Introduction
Thenotion of an agent is normally used in agent-based simulation ormodeling contexts
and it does not apply to matrix operations like transpose. Agent-based model supports
to simulate complex systems bymodeling individual agents with their own rules, which
can generate targeted results (1,2). Even though agent-based simulation is a capable tool
for studying complex systems, researchers in the field continue to work on developing
methods to improve the strength and reliability of agent-based simulations. Linear
algebra plays a significant role in the development of agent-based models to represent,
simulate, and explore complex systems and the relations of agents within them (3). The
precise mathematical tools and techniques used in agent-based models depend on the
nature of the problem and the goals of the modeling study.The paper investigates some
possibilities for finding matrix transpose by exploiting the characteristics of the agent-
based simulation.
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In linear algebra, the Identity Matrix is a fundamental concept and finds applications in mathematical and scientific
disciplines. The Identity Matrix functions as the unit element for describing matrix inverse, eigenvalue and eigenvector
computations. The acquiescence of the Identity Matrix underlines its comprehensive role for simplifying operations,
transformations, and computations across various applications (4). For instance, it is endeavouring in the initialization of
matrices and plays a significant role in numerical methods, such as the Gaussian eliminationmethod for solving linear systems.
Whether serving as a preliminary element in mathematical computations, the Identity Matrix stands as an impermeable to the
efficacy of mathematical concepts in solving complex problems across miscellaneous technical scenarios. This paper explores
the application of the Identity Matrix as agent, proving its significance for matrix transpose.

Matrix transpose is accomplished by changing the rows and columns of the given matrix. Review of the article Shanker
KPS et al., 2010 explores the notion of binary matrix transpose by fitting together the features of logical AND with logical OR
operations on pair of bits (5,6). In the precinct of electronic circuits and binary systems, Sum of Product (SOP) expressions are
structured by combining logical AND operations whose outputs are then connected through logical OR operations (7–9). The
notion behind themodel of non-binarymatrix transpose using IdentityMatrix is the sum of product of real numbers; generally,
refers to the mathematical operation of adding together the products of individual real numbers (10). Transfer functions and
system responses of control systems are conveyed using complex numbers and the Sum of Products of complex numbers can be
involved in the design of control systems.The Sum of Product operation of complex numbers, coupled with the identity matrix,
plays a pivotal role for transposing complex matrix.

2 Methodology
LetM bematrix with order p x q.The input vector performs Sum of Product (SOP) operations with the IdentityMatrix of order
p x p gives the transpose of M.

2.1 Procedure:

• Step 1. Initialize Identity Matrix, I 𝑝 𝑥 𝑝
• Step 2. Input matrix, M 𝑝 𝑥 𝑞
• Step 3. Compute the transpose by performing column wise sum of product operations.

Fig 1. Algorithm for computing cell values
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The Figure 1 explores the generation of cell values of the matrix transpose in polynomial time. For the transformation of one
cell value, there exists p multiplications and p-1 additions result the computational time O(p2). Here, for transformation of q
number columns, the time complexity is O(qp2).

3 Results and Discussion
The study conducted with binary matrix, non-binary matrix and complex matrices.

3.1 Case- 1 Binary matrix as input

Let M be a binary matrix of order p x q. The transpose of the binary matrix M 𝑝 𝑥 𝑞 can be done by performing column wise
sum of product operations of the matrix M 𝑝 𝑥 𝑞 with the Identity Matrix I𝑝 𝑥 𝑝.

Example: Consider a binary matrix M with the order (4 x 5).

Fig 2.

M operates logical AND with the Identity Matrix I of order (4 x 4) as follows:

Fig 3.

Let x1, x2, x3 and x4 be the values of first row of the matrix transpose. Then x1, x2, x3 and x4 can be calculated as
∑𝑝

𝑖=1 𝑊𝑖,𝑗, 𝑤ℎ𝑒𝑟𝑒𝑗 = 1,2,…..𝑝.Thebinary vector performs the operation logical AND, with the IdentityMatrix as in Table 1.

Table 1. Multiplication of binary vector with Identity Matrix
First Column of Input
Matrix (M𝑖1 )

∧ I4 as agent

1 (i=1) . 1 (i=1,j=1) 0 (i=1,j=2) 0 (i=1,j=3) 0 (i=1,j=4)
0 (i=2) . 0 (i=2,j=1) 1 (i=2,j=2) 0 (i=2,j=3) 0 (i=2,j=4)
1 (i=3) . 0 (i=3,j=1) 0 (i=3,j=2) 1 (i=3,j=3) 0 (i=3,j=4)
0 (i=4) . 0 (i=4,j=1) 0 (i=4,j=2) 0 (i=4,j=3) 1 (i=4,j=4)

(i) The value of x1 can be computed as:

∑4
𝑖=1

𝑊𝑖,𝑗=1 = 𝑊1,1 +𝑊2,1 +𝑊3,1 +𝑊4,1 = 1+0+0+ 0 = 1

where,

𝑊1,1 = 𝑀 (𝑖=1) . 𝐼
𝑖=1, 𝑗=1

= 1 . 1 = 1
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𝑊2,1 = 𝑀 (𝑖=2). 𝐼𝑖=2, 𝑗=1 = 0 . 0 = 0

𝑊3,1 = 𝑀 (𝑖=3) . 𝐼
𝑖=3, 𝑗=1

= 1 . 0 = 0

𝑊4,1 = 𝑀 (𝑖=4) . 𝐼
𝑖=4, 𝑗=1

= 0 . 0 = 0

(ii) The value of x2:

∑4
𝑖=1

𝑊𝑖,𝑗=2 = 𝑊1,2 +𝑊2,2 +𝑊3,2 +𝑊4,2 = 0+0+0+ 0 = 0

(iii) The value of x3:

∑4
𝑖=1

𝑊𝑖,𝑗=3 = 𝑊1,3 +𝑊2,3 +𝑊3,3 +𝑊4,3 = 0+0+1+ 0 = 1

(iv) The value of x4:

∑4
𝑖=1

𝑊𝑖,𝑗=4 = 𝑊1,4 +𝑊2,4 +𝑊3,4 +𝑊4,4 = 0+0+0+ 0 = 0

The first row of the transpose matrix will be as follows.

Fig 4.

Apply this procedure for computing the values of the remaining rows. The transpose of the binary matrix MT of order (5 x
4) is:

Fig 5.

3.2 Case- 2 Non- binary matrix as input

Let M 𝑝 𝑥 𝑞 be a non- binary matrix. The transpose of the non- binary matrix M 𝑝 𝑥 𝑞 can be done by performing column wise
sum of product operations of the matrix M 𝑝 𝑥 𝑞 with the Identity Matrix.

Example: Let M be a non- binary matrix with order (3 x 4) (Figure 6).
M Performs column wise multiplication with the Identity Matrix I (Figure 7).
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Fig 6.

Fig 7.

Table 2. Multiplication of non- binary vector with Identity Matrix
First Column of Input
Matrix (M𝑖1 )

I3 as agent

2 (i=1) * 1 (i=1,j=1) 0 (i=1,j=2) 0 (i=1,j=3)
0 (i=2) * 0 (i=2,j=1) 1 (i=2,j=2) 0 (i=2,j=3)
7 (i=3) * 0 (i=3,j=1) 0 (i=3,j=2) 1 (i=3,j=3)

Let x1, x2 and x3 be the values of first row of the matrix transpose. Then x1, x2 and x3 can be calculated as
∑𝑝

𝑖=1 𝑊𝑖,𝑗, 𝑤ℎ𝑒𝑟𝑒 𝑗 = 1,2,…..𝑝. The input vector operates multiplication with the Identity Matrix worked out in Table 2.
(i) The value of x1 can be computed as:

∑3
𝑖=1

𝑊𝑖,𝑗=1 = 𝑊1,1 +𝑊2,1 +𝑊3,1 = 2+0+0 = 2

where,

𝑊1,1 = 𝑀(𝑖=1) ∗ 𝐼
𝑖=1, 𝑗=1

= 2∗ 1 = 2

𝑊 2,1 = 𝑀 (𝑖=2) ∗ 𝐼𝑖=2, 𝑗=1 = 0 ∗0 = 0

𝑊3,1 = 𝑀 (𝑖=3) ∗𝐼
𝑖=3, 𝑗=1

= 7 ∗0 = 0

(ii) The value of x2:

∑3
𝑖=1

𝑊𝑖,𝑗=2 = 𝑊1,2 +𝑊2,2 +𝑊3,2 = 0+0+0 = 0
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(iii) The value of x3:

∑3
𝑖=1

𝑊𝑖,𝑗=3 = 𝑊1,3 +𝑊2,3 +𝑊3,3 = 0+0+7 = 7

The first row of the transpose matrix will be as follows.

Fig 8.

The same procedure can be applied to calculate the values of the remaining rows. Then the transpose of the matrix will be
as follows.

Then MT is:

Fig 9.

Here, MT of order (4 x 3) is the transpose of M.

3.3 Case- 3 Complex matrix as input

Let C be the complex matrix of order p x q.This input complex matrix C performs columnwise sum of product operations with
the Identity Matrix I of order p x p which gives transpose of C.

Example: Let C be a complex matrix with order (3 x 4).
Here, C is:

Fig 10.

C Performs column wise multiplication with the Identity Matrix I (Figure 11).
Let x1, x2 and x3 be the values of first row of the matrix transpose. Then x1, x2 and x3 can be calculated

as∑𝑝
𝑖=1 𝑊𝑖,𝑗, 𝑤ℎ𝑒𝑟𝑒 𝑗 = 1,2,…..𝑝.The complex vector operatesmultiplicationwith the IdentityMatrix carried out in Table 3.
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Fig 11.

Table 3. Multiplication of complex vector with the Identity Matrix
First Column of Input Matrix (Ci1 ) ∗ I3 as agent
2+i

.
1 0 0

(i=1) (i=1,j=1) (i=1,j=2) (i=1,j=3)
0+6i

.
0 1 0

(i=2) (i=2,j=1) (i=2,j=2) (i=2,j=3)
7+3i

.
0 0 1

(i=3) (i=3,j=1) (i=3,j=2) (i=3,j=3)

(i) The value of x1 can be computed as:

∑3
𝑖=1

𝑊𝑖,𝑗=1 = 𝑊1,1 +𝑊2,1 +𝑊3,1 = (2+𝑖)+0+0 = 2+𝑖

(ii) The value of x2:

∑3
𝑖=1

𝑊𝑖,𝑗=2 = 𝑊1,2 +𝑊2,2 +𝑊3,2 = 0+(0+6𝑖)+0 = 0+6𝑖

(iii) The value of x3:

∑3
𝑖=1

𝑊𝑖,𝑗=3 = 𝑊1,3 +𝑊2,3 +𝑊3,3 = 0+0+(7 +3𝑖) = 7 +3𝑖

The first row of the transpose matrix will be as follows.

Fig 12.

The same procedure can be applied to calculate the values of the remaining rows. Then the transpose of the complex matrix
is as follows.
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Fig 13.

That is the transpose of complex matrix C is CT of order (4 x 3). The examples and simulated results show that the Identity
Matrix can be used to transpose binary, non- binary and complex matrices. The Figures 14 and 15 explore the simulations
of non-binary matrix as input. The Figures 16 and 17 travel around the code and simulation result of matrix transpose when
complex matrix as input.

Fig 14. Matrix transpose when non-binary matrix as input
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Fig 15.The output when non-binary matrix as input

Fig 16. Matrix transpose when complex matrix as input
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Fig 17.The output when complex matrix as input

4 Conclusion
Themethod for transposing the binary, non- binary and complex matrices by utilizing the characteristics of Identity Matrix as
agent is illustrated in this paper. The results explore that the Identity Matrix can be applied to develop the tool for transposing
the matrix. The algorithm is applicable for matrix transformation in polynomial time by operating p multiplications and p-1
additions. The study confirms the applicability of the proposed method on different types of matrices. The proposed method
can be applied to develop a way of research to address artificial intelligence problems such as reversing data streams, finding
the transpose of character matrix and data encoding.
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