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Abstract
Background/Objectives: Comparative study  is a research methodology in the  social sciences  that aims to make 
comparisons across different  countries  or  cultures. A major problem in comparative research is that the data sets in 
different countries may not use the same categories or define categories differently. Methods: A systematic design for 
comparing the performance of Filtering Algorithms methods is used to for maximum measurement of frequencies in the 
x-direction, y-direction which are connected to the minimum grid distance in the x and y direction changing the minimum 
grid distance used in the x and y direction. Findings: These frequencies are the ones used in the deciding the lowest and 
highest frequencies chosen in the x and y directions respectively. Applications: To illustrate the benefit of using different 
filters, we give results of filtering applied to certain image.

1. Introduction 
Time-domain and frequency domain representation 
methods offer alternative insights into a system and 
depending on the application it may be more conve-
nient to use one method in preference to the other. Time 
domain system analysis methods are based on differential 
equations which describe the system output as a weighted 
combination of the differentials (i.e. the rates of change) 
of the system input and output signals1. The description 
of a system in the frequency domain can reveal valuable 
insight into the system behavior and stability2.

2. A General Z-transform Formula

We have seen that for a sequence ][nx  having support 
interval Nn ≤≤0  the z-transform is3.
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2.1 Relationship Between the z-Domain and 
the Frequency Domain 
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comparing the above we see that the connection is set-

ting ω̂jez =  in )(zH
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When we make the substitution ω̂jez =  in )(zH  

we know that we are evaluating the z-transform on the 

unit circle and thus obtain the frequency response. If we 

plot say )(zH  over the entire z-plane we can visualize 

how cutting out the response on just the unit circle, gives 

us the frequency response magnitude.

3. Nulling Filters
Figure 1 shows the special case of zeros on the unit circle 
allows a filter to null/block/annihilate complex sinusoids 
that enter the filter at frequencies corresponding to the 
angles the zeros make with respect to the real axis in the 
z-plane (Figure 2).

The nulling property extends to real sinusoids since 
they are composed of two complex sinusoids at 0ω̂±  and 
zeros not on the real axis will always occur in conjugate 
pairs if the filter coefficients are real. This nulling/annihi-
lating property is useful in rejecting unwanted jamming 
and interference signals in communications and radar 
applications4.

3.1 Properties of Linear-Phase Filters

A class of FIR (Finite Impulse Response) filters hav-

ing symmetrical coefficients, i.e., kMk bb −= for 

Mk ,...,1,0=  has the property of linear Phase.

3.2 The Linear Phase Condition

For a filter with symmetrical coefficients we can show that 

)( ω̂jeH is of the form 2/ˆˆ )()( Mjjj eeReH ωωω −=

Where )( ω̂jeR is a real function.

The fact that )( ω̂jeR  is real means that the phase of 

)( ω̂jeH is a linear function of frequency plus the pos-

sibility of π±  phase jumps whenever )( ω̂jeR  passes 

through zero.

Figure 1. Nulling filter.

Figure 2. Sinusoidal response of FIR system.

3.3 Linear Programming (LP)
Many management decisions involve trying to make 
the most effective use of organization resources. These 
resources include Machinery, Labors, Money, Time, 
Warehouse space or Raw materials to produce goods 
(machinery, furniture, food or cooking) or service (sched-
ules for machinery and production advertising policies or 
investment decision)5.
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Linear Programming (LP) is a widely used mathemat-
ical techniques designed to help managers in planning 
and decision making relative to resource allocations6.

3.4 Properties of Linear Programming 
Model
All linear programming models have four basic proper-
ties in common. They are:

•	 All LP models seek to maximize or minimize 
some quantity, usually profit or costs.

•	 All LP models have constraints or limitations 
that limit the degree to which the objective can 
be purse. E.g. Deciding how many units of prod-
uct in a product line to be produced is restricted 
to the manpower and machinery available.

•	 There must be alternative course of action to 
choose from e.g. if there are 4 different product, 
management may decide (using LP) how to allo-
cate limited resources among them.

•	 Objectives and constraints in LP model must be 
expressed in linear equations and inequalities.

3.5 Assumption of Linear Programming

3.5.1 Certainty 
We assume that a number in the objective and constraints 
are known with certainty and does not change during the 
study period.

3.5.2 Proportionality
We are sure that proportionality exists in the objective 
and the constraints. This means that, if production of one 
unit of product uses two of a particular scare resource; 
then making five units of that product uses ten resources.

3.5.3 Additivity
This means that the total of all activities equals the sum of 
each individual activity.

4. Divisibility
This means that solution may take fractional values and 
need not be in whole numbers (integers). If a fraction of a 
product cannot be produced, integer programming prob-
lem exist.

4.1 Formulation of Linear Programming 
Model
Linear programming problems are optimization problem 
which are stated verbally or in words. The following steps 
can be used to formulate the model of any optimization 
problem7.

Step 1
Choose variables and notations that will be used to 

form the objective and constraints functions.

Step 2
Identify the objective function to either maximize or 

minimize e.g. maximizes profit or minimizes cost.

Step 3
Develop mathematical relationships to describe objec-

tive and constraints.

5. The Proposed Methodology of 
Filtering Algorithms
We describe a systematic design for comparing the per-
formance of Filtering Algorithms methods. We show that 
the variable selection process is integral in comparing 
methods to ensure minimal bias and optimal perfor-
mance. We show that, for sufficiently large samples, this 
bias is minimized so that methods can be compared; pre-
vious sample size recommendations are insufficient.

5.1 Filtering Algorithms using Linear 
Programming 

Input Noisy image
Output Filtered image
Step 1
Step 2
Step 3

Step 4

Step 5

Read image f(x,y ) with .dat extension.
Determined d1 and d2 using the TORA 
software.

Computing frequency domain 
2,1

2
d

Cπω =

Using the Z-transform to convert from time 

domain to the frequency domain ωiez = .

For i=1: image size
 J = 1: image size 
Apply our proposed methodology
end 
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In this algorithm we read image with data extension 
after that we need to determined d1 and d2 using the TORA 
software then, we take the grid distance we obtained from 
the software to computing frequency domain and using 
the Z-transform to convert from time domain to the fre-
quency domain. Finally apply our proposed methodology.

5.2 Filtering in the Frequency Domain
In this section we shall explore some filtering by this 
method.

5.3 Filtering Algorithms using Frequency 
Domain 
Input Noisy image
Output Filtered image
Step 1
Step 2
Step 3

Step 4

Read image f(x,y).
Compute Fourier transform F(u,v) of the image.
For i=1: image size
J = 1: image size 
Compute a filter function H(u,v)
end
Multply F(u,v) by a filter function H(u,v)
G(u,v)= F(u,v)*H(u,v).
Compute the inverse Fourier transform
Filtered image= [G(u,v)]-1.

Given the filter H(u,v) (filter transfer function) in the 
frequency domain, the Fourier transform of the output 
image (filtered image) is given by: 

),(),(),( vuFvuHvuG =

6. Results and Discussion

6.1 Acceptance Criterion for the Filtered 
Images 
We use root mean square error method to know how 
much the filtered image is close to the original image. 

We used different tolerance values make the filtered 
image as closed as we can to the original image and thus 
could control the closeness of the filtered image from the 
original one Figure 3.

•	 Choosing random tolerance to comparison 
between two algorithms on the range (0:5).

•	 Choosing random tolerance to comparison 
between two algorithms on the range (0:10).
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Figure 3. Relationship between tolerance and filtered image.

When we choose a random tolerance between (0:5) 
the results we obtained very clear, but if we discussed the 
difference between the algorithms we will notice that our 
algorithms give the best filter of the digital image in a fast 
way and The results are satisfactory. When we applied 
traditional algorithms some of them did not give satisfac-
tory results and the most important problem is the time 
taken to choose the cutoffs which can be used in filters, 
also which filter can be used to remove the noise from 
the image?

This question is answered by using the TORA linear 
programming software that gives the proper values for d1 
and d2 for any filter. Having obtained the values of d1 and 
d2 by using the TORA linear programming software, we 
apply our digital filters directly to get the best filtered val-
ues of our image.

 6.2 Limitation of the Algorithms
Here we will discuss the results we obtained after increas-
ing the range of the random tolerance and their impact 
on the images.

•	 Choosing random tolerance to comparison 
between two algorithms on the range (0:100).

There is a clear impact on the results, where we see 
that the results in some of the dots appeared, but only 
after it has become all the values given the results of a 
fixed. This produces when we expand or increase the size 
range which we choose.

•	 Choosing random tolerance to comparison 
between two algorithms on the range (0:500).

We notice from the results obtained that the program 
is given only the first ten values, then the values are all 
equal to zero until the end of the range.

•	 Choosing random tolerance to comparison 
between two algorithms on the range (0:1000).

7. Conclusion and Future Work
In this study we showed output result with the help of 
chart that the greater range 10 results have become ‘close 
to zero and the appearance of the image contrast would 
not be good. This confirms that the lower of d1 and d2, 
which reflects the cutoffs whenever the best image con-
trast.

As a future work we would like to determine the 
defected region or patterns in an image according to some 
specified criterion
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