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Abstract 
Objectives: To find one of the best data mining techniques in telecommunication especially in customer churn prediction. 
Methods/Statistical Analysis: This paper presents a review of customer’s churn prediction in the telecommunication. 
The study shows a large number of attributes that are used to put into practice to develop customer churn prediction 
model by the large number of reviewer. These attributes are segmentation, account info, billing info, call dialup types, 
line-info, and payment info, and complain info, service provider info, and services info. In this study appropriate modeling 
techniques such as LR, NNM, DT, FL, CMC, SVM and DME are discussed for the churning purpose. Findings: The Review 
shows that to find customer churn prediction depends on the objectives of decision maker’s e.g. DT and SVM with a low 
ratio used, if interested in the true churn rate and false churn rate. The Logistic Regressions might be used if looking for the 
churn probability. DMEL modeling technique is impractical and ineffective for churn prediction on a large dataset with high 
dimension. Application/Improvements: The Technique proposed in this paper will overcome discussed issues and it will 
be applied on those customers who want to leave in near future and predict them based on some parameters.

1. Introduction
The digital media is the one of the most favorite and pow-
erful media that store a large amount of data for the last 
three decades1. There is an essential need of large data 
repositories to store and manage these types of data. The 
big challenge for such data repositories is that the infor-
mation is bulky. The one most significant question arises 
now what is the method to extract meaningful informa-
tion from such a huge amount of data. The answer is the 
Data Mining2 because the data mining is the process of 
analyzing data from various aspects and summarizes 
it into valuable information3. Since the early 1960 Data 
Mining techniques have been considered to be as an area 
of applied artificial intelligence4. A large number of data 
mining techniques available to find out hidden infor-
mation4. Data mining has the following main job prac-
tice of the daily life Anomaly detection5, Association6, 
Classification7 Clustering8. Data mining is a multi-phased 
process that involved in mining of data process9.

All the leading organizations have been worked for 
the customer’s best interest. A customer has a choice due 
to healthy competition among the services providers and 
there is no end to best services. Shortage of data, targeted 
sales and up-gradation of companies are the major chal-
lenges while attaining the new customers10,11. It is found 
that customer value and increasing revenue are the fac-
tors of current customer retention instead of the new cus-
tomer acquiring11–14.

The companies know their current existing custom-
ers and come into a strong relation with them and have 
a huge amount of data about them which is the key 
point to increase the profit and customer value15–20. It 
has been assumed that CRM (Customer Relationship 
Management) is the valued topic in the telecommuni-
cation industries which is the main cause for increasing 
the sales as well as the customer retention21. This review 
paper focuses on how to conduct data mining in telecom-
munication especially in customer churn prediction. The 
technique and methodology used for churn prediction22 
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by different researchers and their conclusion. Different 
phases of data mining are given in Figure 1.

1.1 Customer Churn Prediction
When we talk the word churn the one thing which comes 
in mind is that customer churn is the big issue of telecom-
munication market23. The churn means those customers 
who want to leave in near future. There is essential need 
to predict those customers on behalf of some parameter 
to initiate some suitable action to minimize their leaving. 
The most of the mobile phone companies invest under 
CRM (customer relationship management) technology24. 
Multiple churn types are given in Figure 2.

Figure 2. Types of churner.

1.2 CRM (Customer Relationship 
Management)
The CRM covers the Cross-Selling, Up-Selling, Customer 
Retention, New Customer Acquiring module. In Cross-
selling we want to promote a specific product to those 
Customers who are not buying it normally. In Up-Selling 
we want to promote a product to that specific customer 
who is already its purchaser but our target is to force him 
for costly version to generate large amount of revenue25.

The main focus of Customer Retention is retention of 
current customer in an organization. The following are 
the reasons 

• There is rare or no chance of the new customer in 
the telecommunication Industries due to satura-
tion.

• Acquiring of new customer is costly for a com-
pany due to various reasons26

There is ten times increase in expenditure when we 
acquire new customer related to the expenses of retaining 
the current existing customer27.

The acquisition cost per customer was $300 in 2004 
as compared to Customer retention cost of $25 in the 
US economy telecommunication industries in the same 
financial year. This is due to saturation in the telecom-
munication market28.

The Paper focal point is Customer retention or churn-
ing customer. The churn is defined as the inclination of a 
customer to leave a services provider. Churn prediction 
helps us when we identify expected churning customer, 
so that the companies could target only those custom-
ers instead of all customers for giving some incentives to 
retain them. 

1.3 Types of Churners
Churners are classified into two main categories that are 
voluntary and involuntary29. The voluntary churners are 
further more subdivided into deliberate and incidental 
churners. Involuntary churners are those customers that 
are remove from the list of customers due to their non-
payment of bills, fraud or don’t want to use telephone. The 
voluntary churners are difficult to find due to that cus-
tomers want to terminate his services from his services 
providers.

The incidental churners comes due to incident because 
the churners have no plan to leave but this one done due 
to some reasons change of location, change in financial 
position etc.

Figure 1. Phases of data mining.
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The deliberate churners occur due to customers 
need to change technology or price rate. The last one is 
the most important type of churners which are focus by 
mostly companies30.

2. Modeling Techniques of 
Churn Prediction
It is the basic need of the companies to develop an efficient 
and effective model to manage customers churn. There are 
so many modeling techniques that are used to predict cus-
tomers churn in different organization. Ratio of papers and 
techniques is given in Figure 3. Here is the table of customer 
churn prediction models/techniques papers ratios21–31.

Figure 3. Paper and technique ratio.

CRT, NNM, LR, DT, SVM and fuzzy logic32 are most fre-
quently used techniques for Churn prediction. This paper 
describe about churn, churn prediction, and CRM, and 
the churn prediction techniques that used by various 
researchers in their research on customer churn predic-
tion33. The paper describes the review of these techniques 
in short and also concludes that which one is the best 
technique under what condition and also a literature 
review of these techniques34.

3. Churn Prediction Techniques 
Methodology
Following are the techniques, algorithms and methodol-
ogy that are used by different researchers in their research. 

These techniques are of two types, Traditional Techniques 
and Soft computing Techniques. When we discussing dif-
ferent techniques of the customers churn prediction then 
first of all we want to know about the data set and the 
name of company.

Here is a list of those attributes that affect churning 
process and help us to predict the churners35.

• Customer demographics data
• Customer data
• Complaint data
• Call detail
• Bill info
• Payment info
• Customer age
• Fault report
• Monthly call details
• Payment type
• Consumption level rates
• Coverage of networks
• Area of customer
• Quality of services
• Price of per call or call rate
• Mobile packages
• Purchases history
• Survey report 

Hence a lot of others but the most important and suitable 
are as given below in a graph2. Figure 4 describe the ratio 
of attributes and churn effect. The data mining techniques 
are mostly used to predict the behavior of customer in the 
near future after observing the past behavior. The predict-
ing model means predicting the customer who is likely to 
be churned36. 

Figure 4. Attribute and churn effect.
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3.1 Neural Networks (NNM)
The Neural Networks Model (NNM) is used to elabo-
rate functionality like non-linear. The model holds the 
capability to learn due to its comparable data processing 
structure. These techniques provide successful results 
after applying on many problems like classification, con-
trol and prediction due to biological brain37. The model 
is dissimilar to classification model as well as decision 
tree due to its likely hood prediction. The neural network 
has several techniques having merits and demerits. The 
researcher suggests neural network is better than decision 
tree and regression analysis model of churn prediction38.

3.2 Linear Regression Model (LRM)
To predict customer satisfaction, regression analysis 
model is another popular technique that is based on 
supervised learning model. In this model a data set of 
past observation is used to see future values of explana-
tory and numerical targeted variable39

The Formula of LRM is given40.
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y is a binary variable. This shows event. If y = 1 the event 
occur else not occur.

X1, X2, ……, X Kbe the self-determining inputs. 
B0, B1, …., BK be the failure

3.3 Naive Bayes Model (NBM)
In this model the probabilities of a given input sample are 
calculated that belongs to a particular class y. The set of 
variable is given (X1---Xn).

The given formula is used to calculate probabilities.

(yj|X)=p(yj|X)p(yj)=p(x1,x2,….Xn|yj) p(yj)

The yj is the probability of the previous calculations. The 
probability of independent variable is independent. 

3.4 Decision Tree (DT)
The decision tree is the most prominent predictive model 
that is used for the purpose of classification of  upcoming 

trial41,42. The decision tree consists of two steps, tree build-
ing and tree pruning. In tree building the training set data 
is recursively partitioned in accordance with the values of 
the attributes. This process goes on until there is no one 
partition is left to have identical values. In this process 
some values may be removed from the data due to noisy 
data.

The largest estimated error rate branches are selected 
and then removed in pruning. To predict accuracy and 
reducing complexity of the decision tree is called tree 
pruning38,39.

3.5 Support Vector Machine (SVM)
The SVM classifier deals with linear permutation of sub-
set of the training set by finding a maximum edge over 
energized plane. The SVM plots the data into high dimen-
sional features space closing to infinite with the help of 
most important part if vectors are nonlinearly divisible 
input features43 and then categorize the data by the high-
est scope hyper-plane

( ) sgn ( , )
M

i i i
i

f x y x xα δ = Φ + 
 
∑

where, as
M = the number of samples in training data set.
Xi= shows vector support when ai> 0
 / = shows a core function
X = unidentified sample feature vector
d = is a doorstep.

(ai) is a parameter that is the result of curved quadratic 
programming problem with respect to linear constraint44. 
In this technique it shows that Polynomial kernel & 
Gaussian radial basis functions (RBF) are frequently put 
into practice in favor of kernel functions. 

The (d) is another parameter that is the result of pick-
ing any i where ai> 0 and the condition is Karush–Kuhn–
Tucker condition44.

3.6 Fuzzy Logic Algorithm
A fuzzy logic technique is very simple to understand due 
to its very simple mathematical concepts and fuzzy rea-
sons. Fuzzy logic has the property of flexibility, tolerant 
of indefinite data. The function of random data can be 
implemented in this model. In most of the cases the FL 
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system spends the idea of the predictable managed tech-
niques and streamlines the operations. In telecommuni-
cation industries no work has been achieved related to 
churn prediction with fuzzy logic techniques45.

3.7 Evolutionary Learning Data Mining 
Techniques (DMEL)
Data mining by evolutionary learning techniques is 
inherited classification technique. Such type of genetic 
algorithms has some set of rules for DMEL technique.

The DMEL applies these rules on some given dataset 
that provide decision making results46.

3.8 K-means clustering
The mostly well-known and relevant technique of clus-
tering is K-Means presented by Mc. Queen in 1967. 
Following are the main steps in K means clustering.

In K mean cluster in approach, in the first step we 
select k objects that have their centre (mean). In this 
method the remaining objects are not selected yet are 
assigned to cluster with respect to the similarity of the 
object with cluster. These similarities are measured on the 
behalf of the distance between cluster mean and object 
and after this calculation, the new center point is calcu-
lated on the behalf of above fact and we repeat these steps 
until the required function is achieved.

In k mean clustering, the most important point is to 
find the numbers of clusters that is optimum as well as the 
distance between cluster mean and objects.

The algorithm works until no new cluster element 
leave a cluster and enter into other cluster and no new 
center point is set for any cluster. When this target is 
achieved the algorithm is stopped.

3.9 Ant Colony Optimization
The Ant Colony Optimization (ACO) met empirical 
motivated seeking behavior of real ant colonies47. The 
algorithm is the practical behavior of actually living ant 
that is an insect having some rules /skills used by them to 
find the food from his nest through shortest path first to 
food source. The first Ant colony algorithm was designed 
as ant system48. Ant colony optimization has workforce 
artificial ants works like biological ant to find the opti-
mum solution47.

In Ant system in first step an ant selects a path to reach 
a point we set pheromone value but in case of problem, a 

heuristic value is set. The pheromone value shows the trail 
and heuristic value shows the problems.

ACO is applied on large collection of problems47,50, 
Like vehicle routing problem, scheduling49 and routing 
in packet-switched networks51,52 in recent times, ACO has 
applied under data mining field53,54.

4. Conclusion
This paper presents a review of customers churn predic-
tion in the telecommunication. The paper shows a large 
number of attributes that are used to put into practice to 
develop customer churn prediction model by the large 
number of paper reviewer. These attributes are segmenta-
tion, account info, billing info, call dialup types, line-info, 
and payment info, and complain info, service provider 
info, and services info. In this paper approximately about 
10 modeling techniques LR, NNM, DT, FL, CMC, SVM 
and DME are discussed for the churning purpose. The 
Review shows that to find customer churn prediction 
depends on the objectives of decision maker’s .e.g. DT 
and SVM with a low ratio used, if interested in the true 
churn rate and false churn rate. The Logistic Regressions 
might be used if looking for the churn probability. DMEL 
modeling technique is impractical and ineffective for 
churn prediction on a large dataset with high dimension. 
The high dimensional data for NB modeling technique is 
necessarily transformed into the low dimension.
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