
*Author for correspondence

Indian Journal of Science and Technology, Vol 10(17), DOI: 10.17485/ijst/2017/v10i17/98464, May 2017
ISSN (Print) : 0974-6846 

ISSN (Online) : 0974-5645

On Estimation of Fractal Dimension of Noisy Images
Soumya Ranjan Nayak1* and Jibitesh Mishra2

1Department of Information Technology, College of Engineering and Technology, Ghatikia, Kalinga Nagar, 
Bhubaneswar – 751003, Odisha, India; nayak.soumya17@gmail.com

2Department of Computer Science and Application, College of Engineering and Technology,
Ghatikia, Kalinga Nagar, Bhubaneswar – 751003, Odisha, India; jmishra@cet.edu.in

Keywords: Gaussian, IDBC, MSE, Poisson, Salt and Pepper, Speckle

Abstract
Objectives: This paper studies the noise effect on the estimation of Fractal Dimension (FD) of gray scale images and finds 
out which filter is best for estimating FD accurately for noised images. Methods/Statistical Analysis: Noise can lead 
to inaccurate estimation of FD, for this experimental analysis we have taken various types of noise factors to generate 
noisy images. The FD of original and noisy images has been estimated by using improved differential box-counting (IDBC) 
and compared. Further, three standard noise filtering techniques are used to remove the noise, and then it estimate the 
variation in fractal dimension of the original and de-noised image. Findings: As roughness of image is concerned, it will 
increase the addition of noise so FD also increased accordingly. In order to accurately estimate the FD of noised images, 
we have taken various standard filters to remove noise and to finding out which filter is best for estimating FD accurately 
for noised images. So in this regard, we have taken average FD variation for each image with each filter and found the non-
texture images, mean filter has minimum FD variation even if it has a slightly more mean square error than other filters. 
Application/Improvements: it is easier to estimate the accurate fractal dimension of noisy textured images as compared 
to non-textured images. Further, other techniques are to be explored for estimating the accurate fractal dimension of noisy 
images.

1. Introduction
The concept of the fractal theory was firstly invented by1 

to explain self-similar sets called fractals. Fractal geome-
try comes into play where traditional Euclidean geometry 
fails to express the usual or spited set of natural features as 
well as complex objects described in2. It yields a numeri-
cal representation for various complex real world natural 
objects. One of the major properties of the fractal theory 
called Self-similarity and it also useful for estimation of 
fractal dimension (FD). In this regard, many methods 
have been developed but most have their practical and 
theoretical limitations. Fractal dimension was broadly 
used in various applications like segmentation, analysis of 
texture, image analysis and classification described in3-7. 
The concept of smoothness vs. roughness of image sur-
face with FD as 2 in case of the smooth image surface and 
FD as 3 for the maximum rough surface image called salt 
and pepper surface described in2.

Many researchers contributed their effort on 
estimating fractal dimension in the field of fractal geom-
etry. Thus, several concepts have been proposed in this 
regard, reticular cell-counting8 was most popular, and 
which enhanced upon by9 by leading probability theory. 
Afterward, the probability method was improved and 
gave additional enhancement by a way of linear interpo-
lation presented in10,11 and finally Voss summarized and 
divided these concepts into three key categories called, 
box-counting, variance and spectral methods described 
in9. Out of these three methods box counting method 
is most popular because of its simplicity and automatic 
computability described in13. In this regard many efficient 
box-counting methods were proposed to estimate FD 
described in8,12,14-18. Recently fractal dimension is applied 
for prediction purpose described in19 and segmentation 
of noise and firefly algorithm are discussed in20.

This article is prepared as follows. In section 2, the 
basic idea of fractal theory and improved differential 
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box-counting method for estimating fractal dimension. 
Section 3 discusses about different noise models. Section 
4 describes different filtering technique. Section 5 
representing proposed method. Section 6 shows the 
experimental results. Section 7 represents concluding 
remarks.

2. Estimation of Fractal 
Dimension
The fractal dimension is an essential characteristic of 
fractal theory for the reason that it has got information 
regarding in geometric structure. Fractal dimensions of 
the entire images is used to spreading of pixels, more 
purposely. The basic idea for estimation of the fractal 
dimension of an entire image is based on the principle of 
self-similarity. From the property of self-similarity it can 
say that fractal is normally an irregular or inexact geo-
metric shape that can be broken down into smaller pieces; 
each is related to the original.

Fractal dimension D of a set X is defined by equation (1).

)/1log(/)log( rND =                                              (1)

Where N is the entire number of dissimilar copies 
related to X and X is scaled down by a fraction of 1/r.

Fractal dimension usually evaluates the surface rough-
ness of images and accordingly it provides the variation 
among different grey levels that are found in the image, 
from the above equation (1) the value of N is the total no 
of boxes and has to be evaluated by means of technique 
called box-counting and the fractal dimension is evalu-
ated accordingly. In this regard, several box-counting 
measures are developed. However, we have considering 
the improved version of differential box-counting method 
described in18, since it removes some demerits of differen-
tial box-counting method14 that is:

•	 Over counting the amount of boxes covering the 
image intensity surface.

•	 Under counting the amount of boxes may occur 
at the boundary of the neighboring box blocks.

2.1 Improved Differential Box-Counting 
Method (IDBC)
The improved differential box-counting method18 was 
presented for evaluating FD of gray scale image. Image 
of dimension MM ×  in three-dimensional surface plane, 
where ),( yx plane represents the position of the pixel in 

an image plane, and the third coordinate Z   representing 
gray level, presented at Figure 1. Then the entire no of pix-
els has been scaled down into block of size of ll ×  where 
l  are lies among1 to 2/M .Subsequently they evaluate the 
reduction factor Mr 1= . For each and every scaled down 
block, there is a stake of boxes of size SSS ′×× , where S ′  
indicates height of each box, another assumption they 
took SMSG // =′ , where G  represents gray-level. Suppose 
the minimum and maximum gray-levels are minI  and 

maxI  respectively in the thji ),(  block. Then the total num-
ber of boxes needed to cover the block in Z  direction 
is oldnr  and after shifting the δ positions, they estimate 

newnr . Finally ),( jinr  is calculated by taking maximum 
contribution from both oldnr and newnr . oldnr  and newnr  
is calculated as follow:








≠+−
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Finally rN is calculated as follows

),( jinrN r ∑=     (3)

FD is calculated using equation (1).

3. Noise Models
Noise represents surplus information which deterio-
rates image quality. During any processing phase of the 
digital image such as image acquisition, image transmis-
sion etc the noise was present in images. Many aspects 
are accountable that leads to noise in an image. During 
image acquisition by camera, there are many factors are 
like sensor temperature, illumination level, dust par-
ticle is responsible for creating noise in the image. The 
Subsequently variety of noise models available so far, 
despite in this research we have considered only four 
models, that is salt and pepper noise, Gaussian noise, 
speckle noise and Poisson noise. In this case, we form a 
noisy image as below equation.                     

( , ) ( , ) ( , )ni a b o a b n a b= +    (4)
Where ),( bao original image intensity is value and 

),( ban is the noise present in an image and ),( bani  is 
the resultant image

3.1 Salt and Pepper Noise
These types of noise are otherwise called Impulse noise 
or bipolar noise presented in21,22. Mainly these types of 
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noised are produced due to the rapid and sudden dis-
turbance in an image signal, these effects can scatter in 
terms of white and black dot pixel above the image. Due 
to this nature, the original intensity values are restored 
by infected intensity values either by maximum or min-
imum intensity value for gray scale image i.e., 255 or 0 
respectively. The salt and pepper noise is usually caused 
by either malfunctioning camera’s sensor, or malfunction 
of the memory cell or by error due to synchronization in 
the image digitizing. 

(5)










=

=

=

otherwise,0

bzif,pb

azif,pa
p(z)

Where a and b as minimum and maximum intensity 
level.

3.2 Gaussian Noise
Gaussian noise also called amplifier noise as it arises in 
amplifiers or detectors. Random fluctuations in the sig-
nal can cause Gaussian noise to the images. It is a kind of 
additive noise caused by the addition of random values 
to the pixel values. It follows the normal distribution. Its 
probability density function described in21-23 and is given 

        (6)

3.3 Speckle Noise
These types of noise are multiplicative in nature, Hence 
this can be viewed as arbitrary no multiplication with an 
intensity value of an image. This can be represented as:

N=Img + ns*Img
Where, Img is the original image, ns is the multipli-

cative uniform noise added in terms two-factor called 
mean and variance and N are the resultant speckle noised 
image. This noise is common incoherent light imag-
ing systems like radars and lasers. Its probability density 
function is given as:

       (7)
Where a and b are two real numbers.

3.4 Poisson Noise
This noise also called photo noise. When sensors can-
not detect the sufficient statistical information because 

of errors in photon sensing, this type of noise arises pre-
sented in21. Poisson noises are represented as follows:

        (8)

4. Image De-Noising Techniques
It is the mechanism of altering the pixel intensity values 
of noisy images to reveal certain image characteristics 
like enhancement, smoothing, pattern matching. These 
techniques are categorized into two groups called the 
linear method and non-linear method. Generally, linear 
methods are fast as compared to non-linear but the major 
difference is that the linear de-noising technique does 
not protect the information of the images and non-linier 
de-noising technique protects the information. Three cat-
egories of filters called mean, median and wiener filter 
from both two methods are taken into consideration in 
this research.

4.1 Mean Filter
This filter is otherwise called an average filter. The main 
concept behind this filter is to replaces the pixel value at 
centre of each image by the average value of all the pix-
els of the image. These images are named as 1, 2, 3 up 
to 10 respectively and shown in Figure 4. The details 
mechanisms of mean filter are represented in Figure 2.  
Average=((4+3+6+4+1+7+3+8+9)/9)=5

Figure 1. nr calculation by IDBC.

Figure 2. Mean filtering mechanism.
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4.2 Median Filter
The median filter is an order static represented in24, basi-
cally, these filters belong to a non-linear category and it 
replaces the intensity value at the center of each window 
in terms of the median value of every intensity value of 
the window. This median value is evaluated by an arrange-
ment of every intensity values either by ascending or 
descending order and then replaces intensity value being 
considered with the center intensity value. It is suitable 
for smoothing images. Generally, it is used for decreas-
ing the pixel deviation between two pixels. These types 
of filters are best suitable when the percentage of impulse 
noise is less than 0.1. Detail diagrammatical representa-
tion as shown in Figure 3.

Figure 3. Median filtering mechanism.

4.3 Wiener Filter
The main aim of this filter is used to decrease mean square 
error as much as feasible and it works in terms of statisti-
cal approach. However, we preferred linear time invariant 
filter when we should information about original signal 
and spectral property of the noise because it provides the 
similar output as original signal described in24. In this 
case, mean square error is broadly used to measure the 
performance.

Figure 4. Original images.

Table 1. Computational FD of original images

Image name FD
1 2.44
2 2.53
3 2.21
4 2.42
5 2.29
6 2.45
7 2.46
8 2.46
9 2.72
10 2.68

5. Proposed Method
In this research, it have estimated fractal dimension of 
10 different types of gray scale images (real, textured, 
medical, aerial, remote sensing images) of size 256x256 
shown in Figure 4 and checked the noise effect on FD of 
above mentioned images are tested, for this purpose we 
examined with a variety of noise factors are deliberated 

Table 2. Computational FD of noised images

Image 
Name

FD of Noisy images
salt & pepper Gaussian Speckle Poisson

10% 20% 30% 10% 20% 30% 10% 20% 30%
1 2.8 2.89 2.93 2.91 2.95 2.97 2.71 2.78 2.82 2.53
2 2.82 2.9 2.93 2.93 2.96 2.97 2.8 2.87 2.91 2.6
3 2.78 2.88 2.93 2.91 2.95 2.97 2.69 2.77 2.82 2.46
4 2.8 2.89 2.93 2.92 2.96 2.97 2.77 2.85 2.89 2.55
5 2.79 2.89 2.93 2.89 2.94 2.96 2.78 2.85 2.89 2.51
6 2.81 2.89 2.94 2.87 2.92 2.95 2.66 2.72 2.75 2.5
7 2.81 2.89 2.93 2.92 2.96 2.97 2.72 2.79 2.83 2.56
8 2.81 2.89 2.93 2.92 2.96 2.97 2.71 2.78 2.83 2.55
9 2.87 2.92 2.94 2.94 2.97 2.98 2.85 2.9 2.93 2.74
10 2.85 2.91 2.94 2.94 2.96 2.97 2.83 2.89 2.92 2.7
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in section III. The FD of original images and noisy images 
has been estimated by using Improved Differential Box 
Counting method and compared. For further validation 
different de-noising techniques discussed in section IV to 
eliminate the noise depending on kind of noise present 
in the image then applied IDBC to find out the variation 
of fractal dimension. For checking the performance of 
different filters in terms of variation of fractal dimension 
and Mean Square Error are estimated.

Figure 5. Computational Average FD variation.

Figure 6. Computational Mean Square Error.

5.1 Methodology
The improved differential box counting method were used 
in this case for estimating fractal dimension of both noise 
and de-noised images. First it needs to find out the FD 
in all the original images. Then it generates noisy images 
from original images by using different noise models like 
salt and pepper, Gaussian, speckle and Poisson noise with 
different noise factors of 0.1, 0.2 and 0.3 and generated 
de-noised images using Mean filter, Median filter and 
Wiener filter with above mentioned noise factors and 
estimated the FD’s of all original images, noisy images and 
de-noised images using IDBC method. The filter has less 
average FD variation, for more reasonable FD estimation 
by IDBC of noisy images. 

6. Experimental Results
The Proposed method is implemented on matlab12 in 
windows 8 64 bit operating system, Intel (R) i7-4770 CPU 

@ 3.40 GHz, for this experimental analysis, we have taken 
10 different types of gray scale images of size 256x256. 
These images are named as 1, 2, 3 up to 10 respectively 
and shown in (Figure 4). In the first step, we are estimat-
ing FD of 10 different images shown in (Figure 4) and 
the result were represented in Table 1. In the second step, 
using the noise models of Section 3, noise is added to each 
image with the different noise factor of 0.1, 0.2 and 0.3. 
Estimation of fractal dimension values is done in noisy 
image again using improved differential box-counting 
mechanism described in section 2 and result were repre-
sented in Table 2. In the third step, we are using different 
de-noising technique discuss in section 4 to eliminate 
noise factor, then we are estimating FD using improved 
differential box-counting method, after estimating FD 
of de-noised images, than we estimate average FD varia-
tion and mean square error shown in (Figure 5, Figure 6) 
respectively using with and without filtering, and shows 
which filter are best suitable for measuring roughness of 
noise images. Since noise creates the pixels to be distorted 
and in general affects the pixel orientation when consid-
ered in 3D space; the fractal dimension of the noisy image 
comes to be inaccurate as compared to non-noisy images. 
In order to feasible this issue we used different filters like 
Mean, Median, Wiener described in section 4 and find 
out mean filter is best suitable for estimating roughness 
of noisy image based on average FD variation and mean 
square error represented in Figure 5, Figure 6 respectively.

7. Conclusion
In this research we have done a comparative study of noise 
and de-noising effect on estimation of fractal dimension 
by using Improved Differential Box Counting method. As 
roughness of image is concerned, it will be increased on addi-
tion of noise so FD will be increased accordingly. In order to 
accurately estimate the FD of noised images, wehave taken 
various standard filters to remove noise and to finding out 
which filter is best for estimating FD accurately for noised 
images. So in this regard, average FD variation for each 
image with each filter and we found for non-texture images 
mean filter has minimum FD variation even if it has slightly 
more mean square error than other filters. Therefore, it is 
easier to estimate accurate fractal dimension of noisy tex-
tured images as compared to non-textured images. Further, 
other techniques are to be explored for estimating accurate 
fractal dimension of noisy images.
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