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Abstract
Background/Objectives: The implementation of Design of Experiments as a tool for the study of process variables related 
to the operation of some types of industrial machinery, such as Continuous Tracked Vehicles, as a base for optimization 
processes that allow establishing an operational point with the most efficient use of these vehicles. Methods: Using a 
factorial design, a series of experiments were realized, with some process variables as design factors, each one arranged 
with two design levels. From these, statistical methods were used to validate the normal distribution of the results and at 
the same time, to establish mathematical expressions that correlate said parameters. Findings: The results allowed the 
determination of the factors that can be neglected in optimization processes, due to their low influence of the operation 
characteristics; besides, it was demonstrated that certain parameters, as the terrain, have little or no influence on the vehicle 
performance, which serves as a valid criterion to evaluate future investments inload transport systems. Application: To 
develop a tool for the prediction of the operation characteristics of Continuous Tracked Vehicles which will be used for the 
estimation of potential savings generated by more efficient use of these machines?

1. Introduction
Continuous Tracked Vehicles (from now on referred as 
CTV, by their initials) are vehicles driven by a continuous 
band of threads or track plates, which are put in motion 
using two or more wheels. As opposed to the conven-
tional propulsion systems, such as rubber or metal wheels, 
the large surface area of the tracks enable these type of 
vehicles to traverse soft ground with less likelihood of 
becoming stuck due to sinking, thus making these suit-
able for industrial applications where it is required to 
carry heavy loads across unstable and wet terrain, such 
as excavators and tractors, in which the conventional 
propulsion systems are unable to work properly1–3 torque 
transducer, National Instrument cRIO-9004 Compact-
RIO Real-time Controller Unit (RCU.

Even with the good points of CTV, there’s still a 
need to solve: to achieve higher efficiencies in the use of 
these vehicles; their operating characteristics have to be 
improved; however, this is heavily dependent of the envi-
ronmental and working conditions4. Besides this fact, the 
relationship between these parameters and the operation 
characteristics is not easy to calculate, because some fac-
tors are of qualitative nature, which makes difficult the 
direct formulation of a mathematical model using a thor-
ough analysis of the system, and therefore the estimation 
of an optimum point of operation with the highest per-
formance5.

In order to overcome these situations in which quali-
tative and quantitative factors are involved, statistical 
methods were developed in order to estimate mathemati-
cal models that take into account the interaction of all 
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these factors over a specific response; from these meth-
ods, the Design of Experiments (abbreviated as DOE), is 
the most common in the development of said models6. 
Though DOE has its own limitations, such as the gen-
erated model only applies to the system in the studied 
conditions, its prediction accuracy makes it a powerful 
tool to study complex cases when a mathematical analysis 
isn’t enough to correlate all the studied parameters with 
the response required7–9. 

As said before, the operation characteristics in CTV 
is related to qualitative and quantitative factors associ-
ated with the work conditions. However, which factors 
influence the operation of these vehicles? To solve this 
question, it is required to evaluate the influence of each 
variable over an operation characteristic of interest, such 
the required time for the displacement of a CTV, to apply 
statistical methods that can define on a solid basis, if a 
factor is relevant over the output variable. In order to do 
so, a methodology based on Design of Experiments is 
applied to study a set of 4 variables and their influence 
over the required time, to establish if these variables have 
an influence over the displacement speed, according to 
some statistical criteria; these results can be used as base 
for future works, oriented to the modelling and optimiza-
tion of the operation characteristics of CTV, discarding 
the variables that don´t affect the output of these vehicles.

2. Methodology
This section presents a detailed description of the gen-
eral purpose of the study developed, the presentation of 
the aspects of the experimental configuration used and 
finally the fundamental theory behind the Design of 
Experiments.

2.1 Purpose and Description of the Study
The main purpose of the study developed is to analyze the 
influence of certain parameters, such as the terrain, engine 
usage, vehicle controls usage and engine angular speed, 
over operation characteristics of the vehicle, mainly the 
displacement time of a CTV; in order to do so, a 2k facto-
rial design was selected to create the design matrix and 
to define the level combinations of each factor required 
in the evaluation of the results. These were measured in 
the experimental conditions and given the fact statistical 
analyses usually require a huge amount of time to do all 

the calculations required, a computer package was used 
in the processing of the studied data. By its speed and 
processing capabilities, the commercial software Minitab 
was used. Within the said package, graphical and statisti-
cal methods, such as the Analysis of Variance (ANOVA)6, 
were applied to analyze the influence of each factor, as 
well as their interaction, over the measured variable and 
therefore verify their level of significance, for a specific 
degree of reliability.

2.2 Experimental Equipment
For the experiment, a Komatsu excavator, used in applica-
tions of waste management, was selected. The equipment 
has between 6250 and 6750 Hr of work, for which they 
are in conditions of similar use and wear. A test track of 
15 meters in concrete and 1 of sand/clay with the same 
length was available for the execution of the sequences of 
the randomized tests. To avoid the influence of undesired 
factors, the runs are executed with the hot equipment 
(with hydraulic oil at 70ºC), which is the steady state of 
operation of this fluid (by the thermostats of the hydraulic 
system, which open at this value), since it remains fixed at 
this value and the process is not influenced by the viscos-
ity of the oil and the decrease of it.

2.3 Fundamental Theory and Equations
To improve the efficiency and performance of industrial 
processes, it is necessary to establish a fundamental equa-
tion that allows correlating an output of interest and the 
factors that influence it. Using the factors x1, x2…,xn and 
the output y, a process can be described or modeled as 
shown in the Equation 1:

y=f(x1,x2,…,xn)                      			       (1)

Where is stated that these factors would affect the 
desired output. However, equation one cannot be used in 
practical applications (it is only a mathematical formula-
tion). To worse things, many processes are dependent on 
a huge number of factors, which makes process modeling 
a hard operation. Given this, a question is raised: Is there 
a way to decrease the number of factors involved? The 
former question is related to the possibility to reduce the 
Equation 1 into another with less independent variables, 
such as Equation 2; 

y=f(x1,x2)				                           (2)
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Where only the influent factors remain in the equa-
tion; with these, a formal expression can be derived, based 
in a linear combination of single and combined factors, 
such as the Equation 3:

y=a+b∙x1+c∙x2+d∙x1∙x2			                          (3)

This reduction has a great influence over the modeling 
of any system, allowing to obtain a process equation that 
is easier to operate and optimize, with a little loss of accu-
racy. However, in reality, some points needed to be solved 
before doing this process: For example, any processes and 
operations use factors of qualitative nature, which are 
harder to include into a model than these of quantitative 
nature; besides that, it is required to establish a solid cri-
teria to separate the factors by their influence, which is 
commonly measured at certain experimental values.

As a solution of the previous issues, the Design of 
Experiments was established as a method to statisti-
cally define, from experimental data, whether a factor is 
relevant or not in the model development, based in prob-
ability distributions and such. The main basis for DOE is 
the generation of a set of measurement points, based on 
the knowledge of three basic parameters of the design6,10,11:

•	 The number of controllable factors to be evaluated.
•	 The number of levels for each factor, that is, the 

number of values ​​that each factor can take.
•	 The number of replicas of the design, which cor-

respond to the number of repetitions that will be 
executed.

The measurement points originated, form the design 
matrix, which contains the list of all combinations or 
treatments that can be formed considering all possible 
combinations of factor levels; for example, when two fac-
tors x1 and x2 are used, with two levels each (that is, a 2 
x 2 design), 4 possible combinations are obtained in the 
design matrix, illustrated in Figure 1. Due to this struc-
ture, this kind of DOE is called Factorial Design 2k, where 
k indicates the number of factors involved in the design.

Following the design definition, experimental data is 
measured at each combination of factor levels; however, 
the analysis of this results require the establishment of 
evaluation methods, to generate a solid base for evalua-
tion and comparison of the influence generated by each 
factor. From these methods, the most used is the Analysis 
of Variances (or ANOVA, by ANalysis Of VAriance), 

which uses dispersion measures to determine if the vari-
ability of a given factor is influential on the total variability 
of the output of the system, under the assumption that 
the data obey a normal distribution of probability; how-
ever, it is widely used to analyze non-normal distributions 
with variances between relatively low factors. From the 
variances of the factors and the output, the ANOVA cal-
culates for each factor a test statistic F, which is compared 
with Fisher’s probability distribution F (commonly used 
in hypothesis testing), to obtain the so-called P-value, 
which defines a factor studied as statistically relevant or 
not (for a given reliability, usually 95%6) by comparing 
with the critical P-value, as in the Equation 4:

P(Fdata) ≤ P (Fcritical) 		   	                      (4)

Where the critical P-value is defined by the speci-
fied reliability of the analysis. In addition to the above, 
the results of the ANOVA analysis can be organized into 
a series of graphical tools, which facilitate their under-
standing; the most used are the following:

•	 The graphs of main effects, which allows know-
ing initially if each factor studied individually 
influences the response, from the behavior of the 
latter when only one factor is varied at a time; 
in this method, it is considered that a factor has 
no influence, when the variation in the output is 
minimal or null between levels of the factor (as 
shown in Figure 2a, while the highly influential 
factors are characterized by generating consider-
able changes in the output (which is shown in 
Figure 2b) and the severity of the changes, quali-
tatively determines the influence of this factor.

•	 The interaction graphs, which are a useful tool 
when it is necessary to visualize the influence 
of the interaction of said factors on the output 
of a system or process. As shown in Figure 3,  
this type of graph evaluates the evolution of the 
response with respect to one factor, for differ-
ent levels of a second factor and determines that 
there is an interaction, when these curves are 
not parallel and the intensity of their influence is 
determined qualitatively by the degree of paral-
lelism between the curves.

•	 The Pareto diagram, which organizes the effects 
according to their standardized impact on the 
response variable, from the values ​​calculated by 
the ANOVA analysis, as shown in Figure 4.
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Figure 1. Design matrix for a design 2 x 2.

Figure 2. Schematic of a main effects plot.

3. Result and Discussion
As said before, the objective of the study was to establish 
the factors (or combinations of factors) that notably influ-
ence the operation characteristic evaluated (displacement 
time). To do so, a factorial design 24 was used, with two 
replicas, in order to achieve better accuracy in the results; 
to minimize variations due to external factors, the design 
matrix was randomized and the results were processed 
in the Minitab package, using a name convention for the 
factors: Factor A (terrain), Factor B (engine usage), Factor 
C (controls usage) and Factor D (engine rpm). Finally, the 
results were expressed graphically to give an easy under-
standing of these.

Figure 3. Schematic of an interaction plot.

Figure 4. Pareto diagram of standardized effects.

3.1 Study of the Influence of Main Factors
Figure 5 shows the main effects plot for each factor; as 
shown, plots for factors A and B have small slopes, when 
these are switched from a level to another. According 
to the previous theory, low slopes mean that these fac-
tors have little to no effect over the system response and 
therefore can be neglected in a process modeling. An 
interesting point of Figure 5, resides in the fact Factor A 
is the terrain: though common sense would expect terrain 
having a huge influence over the displacement time, it 
isn´t true in the real case; due to this, investments done to 
improve the quality of the terrain at the work site are not 
required, which represents a long-term money saving and 
a more efficient usage of industrial resources. Though the 
influence of factors A and B over the system varies from 
little to none, factors C and D have a more pronouncedef-
fect over it, which can be seen in the high slope shown 
in Figure 5; therefore, a model for the displacement time 
would take into account the latter factors in the modelling 
of the desired output. 
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Figure 5. Main effects plotted in Minitab.

Figure 6. Interaction graph plotted in Minitab.

3.2 Study of the Influence of the Factor 
Interactions
Once the influence of main effects is evaluated, the next 
step in the analysis involved the estimation of the changes 
in the behavior in the output variable (displacement time) 
when two or more factors are modified at the same time. 
Keeping this in mind, Figure 6 shows the interaction plots 
for each possible combination formulated; from these, it 
can be found that from all the possible interactions, the 
only that have an influence on the output, is the combina-
tion between factors C and D, while all the others do not 
generate a notable change in it. Though the interaction 
plots allow establishing this relationship between factor 
combinations and output, this only can be defined in a 
qualitative way using this method; however, the Pareto 

diagram, shown in Figure 7, allows reassuring this rela-
tionship in a quantitative form, by calculating the test 
statistic F for each one of these. By comparison with a 
threshold value (which varies with reliability), it was 
demonstrated that, based on the experimental data, the 
displacement time of a CTV, is heavily influenced by the 
following:

•	 The controls’ percentage of usage (Factor C).
•	 The engine speed in RPM (Factor D).
•	 The interaction between said factors (Interaction 

CD).

3.4 Validation of the Main Assumption
As said before, the Analysis of Variance is commonly 
used when the output variable behaves according to a 
normal distribution of probability. Therefore, to validate 
the results previously shown, it is required to validate the 
main assumption of the ANOVA itself and to do so, the 
normal distribution plot for the time values measured in 
the experimental setup was plotted in the Figures 8 and 9, 
where it is also plotted the significative factors (C, D, CD). 
From this graph, can be seen that the data adjusts to the 
normal distribution, with a certain percentage of reliabil-
ity (95% in this case) and this fact allows to validate the 
results previously shown, as these go in concordance with 
the theory previously explained and the qualitative find-
ings were done by the graphical methods (main effects 
and interaction plots).

Figure 7. Pareto of standardized effects for the studied case.
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Figure 8. Normal probability plot.

Figure 9. Normal probability plot and influencing effects.

4. Conclusions
From the present study, a certain set conclusion was estab-
lished: In the first place, the application of DOE allowed 
to establish the factors that influence the variable studied 
and also the factors that can be neglected from modelling 
and optimization methods, given the fact their standard-
ized effect are not enough to keep these into account. By 
doing that, DOE and particularly factorial design, proved 
to be useful as a tool to study and evaluate engineer-
ing processes and applications where non-quantitative 
data is involved and given the advantages of the analysis 
ANOVA in the evaluation of a wide type of probability 
distributions, these two tools are used in almost every 
field of engineering and scientific investigation. Finally, 
the present work determined the engine speed and con-
trol usage as the most influencing variables, as same as 
their interaction, neglecting the little to no variation other 
factors generate (as it was shown in the corresponding 
graphs) which discards future investments in non-rele-

vant factors, such as the terrain; however, to carry formal 
optimization processes, it is required to establish math-
ematical expressions to correlate and predict accurately 
the response outside the experimental data, which corre-
sponds to the application of regression models, which will 
be applied to the case of study in a later work.
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