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Abstract
Objectives: This study is intended to examine the effectiveness of predicting the learning style of college students. To 
understand experiential learning, many have reiterated the need to be able to identify students’ learning styles. Kolb’s 
Learning Style Model is the most widely accepted learning style model and has received a substantial amount of empirical 
support. Kolb’s Learning Style Inventory (LSI), although one of the most widely utilized instruments to measure individual 
learning styles, possesses serious weaknesses. Methods/Statistical Analysis: The proposed work introduces the study 
of efficiency in Kolb’s learning style. Classification algorithms used in this research include J48, BayesNet, and Naïve Bayes 
and Random forest classifier. The data was collected from 30 students in Department of Information Technology, Dr. N.G.P. 
Arts and Science College in the final semester of academic year 2018. The 10-fold Cross Validation was used to create and 
test the model and the data was analysed by the WEKA program. Questionnaires were distributed to participants in class 
and then collected by the researcher after participants had finished them. Findings: After all the questionnaires were 
collected, data was then input in the computer and then statistically analysed. The J48, BayesNet, Naïve Bayes and Random 
forest classifiers are used to measure the classification accuracy. In order to measure the learner style results the metrics 
like precision, recall, accuracy and Kappa values are used in this work. Application/Improvements: The result shows that 
random forest algorithm has more capability in predicting learning style of the students. Understanding the learning style 
of students is the first step and it may give a fruitful result when it is embedded with learning environment.

1.  Introduction
The cognitive psychology based measure of a person 
through processing of information, mode of active 
learning and pattern of information are referred to as 
learning styles. It means that a person may prefer specific 
learning style while learning a subject. Sometimes the 
learners may use mixed learning style. The progression 
of information technology such as internet surged the 
growth of online educational programs which change 
the traditional system of education. The emergence of 
technology has become a competitive advantage for higher 
education institutions as it can provide an alternative 
approach in providing better quality of learning. Many 

institutions are responding to the pressures by embracing 
the new technologies. Technology has a vital role to play 
in building up 21st century skills, broadening access to 
education and personalizing the learning experience to 
adapt teaching to the unique needs of each learner.

One important aspect of learning style is to recognize 
the learning style of the student and measure the impact 
on their academic achievement. According to the 
knowledge of learning styles can be used to increase 
students’ self-awareness and meta-cognition of their 
strengths and weaknesses. In argues that most of the 
students are unaware of their learning style and they are 
mostly unlikely to start learning in new ways.
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Traditionally, to classify individual differences, 
an implemented learning style to analyze a learner’s 
individual competence was applied. The learning styles are 
the perception and the learning each learner individually 
possesses, which are integrated with a learner’s physical 
appearance, emotion, and perception and these show 
how effective each learner learns. Moreover, the learning 
styles are considered changeable habits. Nowadays, there 
exists a learner-centered education system in Tamil Nadu. 
The instructors have to base the contents and activities 
on interests and skills of individual learners. Accordingly, 
the learning style of each learner has an important effect 
on learning performance of the learners. In this research, 
the theory of David Kolb’s learning style was applied.

2.  Literature Survey
In1 studied about the adaptability of learning style in the 
general educational practice. The instructional method 
plays an important role while assessing the learning style. 
In2 examined the performance of learning styles into 
an adaptive e-learning hypermedia. The result depicts 
that the learning style based coaching is significantly 
influences on the academic achievement of students. In3 
studied the dynamic learning style prediction based on 
the pattern recognition technique. This system works 
as middleware for other intelligent tutoring system and 
it can process topic-dependent data to make prediction, 
update learning style profiles in a recursive manner. 

In4 - 6 identified the learning style in Learning 
Management System (LMS). In7 detecting the learning 
style in LMS using different data mining techniques. The 
J48 classifier is out performed in the experimental results. 
In8 examined the recognition of learning style using 
artificial neural network in an e-learning platform. It uses 
adaptive characteristics in the e-learning environment, 
and it helps to predict the learning style more accurately. 
In9 - 12 examined the students’ attitudes and their learning 
styles using KLSI in mobile learning context. The result 
reveals that major part of the students are classified under 
Converger learning style and also found highest attitude 
towards mobile learning.

In13, 14 examined in-depth analysis of Felder-
Silverman based learning style. The analysis result shows 
the most representative learning styles, which is also 
can incorporate in the technology enhanced learning 
environments. In15 - 18 examined the adoption of student 

learning styles in the web-based educational environment 
and it uses Felder-Silverman Learning Style Theory. 

In19 compared the e-learning environment with 
traditional classroom. Both environments enable has 
its own way of assessing the learning style. It means 
significant differences found between two models. In20 
considered an analysis of the delivery methods using 
traditional learning, eLearning, and blended learning. 
Analysis of the comparison between traditional learning 
and eLearning has been done. The characteristics and 
benefits of blended learning are analyzed. Blended 
learning course development steps are described.

In21 - 23 proposed a learning style classification 
mechanism to classify and then identify students’ 
learning styles. The proposed mechanism improves 
k-nearest neighbor (k-NN) classification and combines it 
with Genetic Algorithms (GA). The experimental results 
indicate that the proposed classification mechanism can 
effectively classify and identify students’ learning styles. 
In24 evaluated the possibility of automatic detection of 
learning style in the e-learning platform. The NB Tree 
classification algorithm is used with Binary Relevance 
classifier. The result states that the automatic learning 
style is predictable and consistent. In25 incorporates the 
Self Organizing Map (SOM) based neural networks for 
recognizing the learning styles under different pedagogical 
models. It is a part of Intelligent Tutoring Systems 
compatible for mobile and web-based environment. 
In26 - 27 examined the adaptive e-learning model, which is 
suitable for predicting the learning style of the students. 
Bayes, Decision Tree and SVM classifiers are used to 
measure the accuracy of learning style prediction. Further, 
the result states that J48 classifier produces better results.

3.  Learning Style Measures
The classification of large data sets is an essential problem 
in machine learning. For a database with millions of 
records and more number of classes and each record 
belongs to one of the given classes. In this context, the 
classification problem is to determine the appropriate 
class for the record. In a supervised type of classification, 
a set of records called training data which means the 
strong dependency of the class. In the training set, the 
classification process attempts to generate the descriptions 
of the classes, and these descriptions help to classify 
the unknown records. There are several approaches to 
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supervised classifications. In this study, J48, BayesNet, 
Naïve Bayes and Random forest classifiers are used to 
examine the classification accuracy of Kolb’ learning style.

3.1  Kolb’s Learning Style Model
Seven learning style models exist, and David Kolb’s 
model is more famous among the list. Moreover, the 
Kolb Learning Style Inventory (KLSI) method is more 
suitable for our focused group and still active in the 
current scenario. This paper uses KLSI version 3.0 based 
assessment method which has four categories such as 
Divergent, Assimilator, Converger, and Accommodator.

The Divergent learning style is suitable for individuals 
possessing concrete experience and reflective observation. 
This type of individuals is capable of assessing an event 
from different angles. They are more like observers rather 
than activists.

The Assimilator learning style includes abstract 
conceptualisation and reflective observation. Individuals 
bearing the characteristics of this type of learning are 
capable of grasping a large scale of information scattered 
over a broad discipline and convert it to a logical whole. 
Instead of dealing with other individuals, they prefer to 
deal with abstract concepts and issues. They generally 
focus on the logical validity of theories instead of their 
applicability.

The Converger learning style describes an individual 
prefers both abstract conceptualisation and active 
experimentation. Individual learning in this way is quite 
successful regarding the practical application of ideas and 
theories, solving problems and making decisions. They 
prefer technical tasks and problems to social relations.

The Accommodator learning style includes concrete 
experience and active experimentation. An individual who 
prefer this learning style will learn by doing and feeling. 
They like new experiences and planned work. Instead 
of intellectual analysis, they prefer to act on feelings. 
They like collecting information through dialogues with 
people, rather than gathering the necessary information 
through technical analysis. To validate the accuracy of 
predicting the learning style four data mining classifier 
algorithms were used such as BayesNet, J48, and Naive 
Bayes and Random forest classifier. 

3.2  J48 Decision Tree Classifier
Classification is a process of model construction, which 
assigns class labels to the respective records according 

to the closest match specification. The J48 is a decision 
tree algorithm, which is used to create univariate decision 
trees. Among the list of independent and dependent 
variables in the dataset, the J48 algorithm helps to predict 
the target variable for the new record. This algorithm 
generates the rules for the prediction of the target variable. 
With the help of the tree classification algorithm, the 
critical distribution of the data is easily understandable28.

The J48 algorithm is an extension of the ID3 
algorithm, which contains the additional features such 
as missing values, continuous attribute value ranges, 
decision tree pruning, and derivation of rules. The 
pruning logic is precisely used to manage the over fitting 
problem. This algorithm generates rules from the specific 
identity of the data. The main aim is the generalisation of 
a decision tree until it gains equilibrium of flexibility and 
accuracy.According to29 steps of the algorithm defined as 
follows: 1. if the instances belong to the same class, the 
tree considered as a leaf and returned the label as same 
class, 2. the potential information is computed for each 
attribute and returns the gain obtained from the result, 
and 3. finally, the best attribute is estimated using the 
present selection criterion and the attribute selected for 
branching.

3.3  Random Forest Classifier
The random forest classifier contains a group of tree 
classifiers, where each classifier is generated using a 
random vector sampled independently from the input 
vector. Further, each tree forms a group of choice for 
the favourite class to classify the input vector30. The 
random forest classifier used in this study consists of 
using randomly selected features or a combination of 
features at each node to grow a tree. Bagging method is 
used to generate the training dataset randomly from the 
specific number of the original training set. The design of 
a decision tree is mainly based on the attribute selection 
measure and the pruning method. 

There are many approaches to the selection of attributes 
used for decision tree induction and most approaches 
assign a quality measure directly to the attribute. The most 
frequently used attribute selection measures in decision 
tree induction are the Information Gain Ratio criterion31 
and the Gini Index. The random forest classifier uses 
the Gini Index as an attribute selection measure, which 
estimates the impurity of an attribute reference to the 
specific classes. For a given training set T, selecting one 
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case (pixel) at random and saying that it belongs to some 
class Ci, the Gini index can be written as:

	
� (1)

Where f (Ci, T)/|T| is the probability that the selected 
case belongs to class Ci. Each time a tree is grown to the 
maximum depth on new training data using a combination 
of features. These fully grown trees are not pruned, which 
is one of the significant advantages of the random forest 
classifier compared to the decision tree method. The 
number of features used at each node to generate a tree 
and the number of trees to be grown is two user-defined 
parameters required to generate a random forest classifier. 
At each node, only selected features are searched for the 
best split. Thus, the random forest classifier consists of N 
trees, where N is the number of trees to be grown, which 
can be any value defined by the user. For a new dataset, 
each case of the datasets is passed down to each of the N 
trees. The forest chooses a class having the most out of N 
votes, for that case.

3.4  BayesNet Classifier
BayesNet is a Bayesian Network derives from Bayes 
Theorem. It is also known as probabilistic directed acyclic 
graphical model, which represents a set of variables and 
its dependencies. It contains a set of observable quantities, 
latent variables and unknown parameters. The edges 
in the graph represent the conditional dependencies 
and the nodes which are not connected are referred 
to as conditionally independent variables. The one 
greatest advantage of using Bayesian networks is that it 
is easy to understand by the human. Further, it can save 
considerable amounts of memory.

3.5  Naive-Bayes Classifier
In classification learning, the Naive Bayes classifier is a 
straightforward method, which is described by a vector 
of attribute values. It is also referred to as a probabilistic 
classifier and contains training, testing phases. The 
training data has a set of instances to train the classifier. 
Similarly, the testing data also has a group of instances, 
which validates the given instance with training data to 
conclude. This classifier defined as follows;

•	 C is a random variable, which denotes the class of an 
instance,

•	 X < X1, X2, ….. , Xk> is a vector, which representing 
observed attribute values,

•	 c as a specific class, 
•	 x < x1, x2, …. ,xk> as a specific observed attribute value 

vector, and
•	 X = x as shorthand for X1 = x1 X2 = x2Ù · · · ÙXk = xk. 

The classification error can be minimized through the 
selection of argmaxc (p(C = c | X = x)) for each x. The 
Bayes’ theorem is used to compute the probability:

	
( ) ( )

( )
( | )p C c p X x C c

p C c X x
p X x

|
= = =

= = =
= � (2)

Since the denominator in Eq. (1) is invariant across 
classes, it does not affect the final choice and can be 
dropped, thus:

	 p(C = c│X = x)µp(C = c) p (X = x│C = c)� (3)

and need to be examined from the training data. In 
this context, x is an unseen instance, which does not 
appear in the training data and it may not be possible 
to directly estimate. Hence, a simplification is made: if 
attributes X1, X2, ….,Xk are conditionally independent of 
each other given the class, then

p(X = x│C = c) = p (ÙXi = xi |C = c)
		   = ∏ p (Xi = xi│C = c)� (4)

Combining Eq. (2) and (3), one can further estimate 
the probability by:

	 p(C = c│X = x)µp(C = c)∏ p (Xi = xi |C = c)� (5)

Classifiers using Eq. (5) are called naive-Bayes 
classifiers. Naive-Bayes classifiers are simple, efficient and 
robust to noisy data. One limitation is that the attribute 
independence assumption in Eq. (4) is often violated in 
the real world.

4.  Results and Discussion
The Kolb’s learning style prediction is implemented in 
PHP, which is used as a source for collecting the data. The 
data employed in this study was collected from 30 students 
in the Department of Computer Science, Dr. N.G.P. Arts 
and Science College during the academic year 2018. Four 
classifiers such as BayesNet, J48, Naive Bayes and Random 
forest are used to measure the efficiency in predicting the 
learning style classification. The subsequent depicts the 
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Precision, Recall and Accuracy of the selected classifiers. 
In this work, 30 instances are taken as input with 11 
attributes, in which the first attribute denotes name of the 
student and last attribute denotes the class label and the 
remaining attributes are learning style questionnaire.

The depicts precision result of selected classifiers on 
the Kolb’s learning style inventory of the students. The 
average precision of each classifier is taken into account, 
which shows the result as follows; BN value is 69.91%, 
J48 value is 68.90%, NB value is 70.09% and RF value is 
72.32%.

The Figure 1 depicts the graphical representation of the 
precision metrics obtained from the selected classifiers. It 
is observed from the result that Random Forest classifier 
has shown the highest precision compared to other 
classifiers considered in this study.

The depicts recall result of selected classifiers on 
the Kolb’s learning style inventory of the students. The 
average recall of each classifier is taken into account, 
which shows the result as follows; BN value is 63.84%, 
J48 value is 66.96%, NB value is 72.76% and RF value 
is 72.32%.

The Figure 2 illustrates the graphical 
representation of the recall metrics obtained from the 
selected classifiers. It is observed from the result that 
Naïve Bayes classifier is outperforming in the recall 
perspective.

The exhibits the classification accuracy of selected 
classifiers reference to Kolb’s learning style inventory 
of the students. It is observed from the result that the 
average accuracy of BN is 66.66%, J48 is 70%, NB is 
73.33% and RF is 76.66%. It means that the random 
forest classifier is producing more accuracy compared 
to other classifiers considered in this study.

The Figure 3 illustrates the graphical representation 
of an average accuracy obtained from the selected 
classifiers.

The Figure 4 illustrates the kappa analysis of 
Kolb’s learning style inventory based classification 
of students. The kappa value indicates inter-rater 
agreement of each classifier and the result shows that 
random forest has more agreement in predicting the 
learning style.

Figure 1.  Precision metrics with four classifiers.

Figure 2.  Recall metrics with four classifiers.

Figure 3.  Accuracy metrics with four classifiers.
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5.  Summary and Conclusion 
The learning style plays an important role in classifying the 
students. Among the list of learning style models available, 
David Kolb’s learning style inventory is quite famous 
and suitable for this study. The primary questionnaire 
was designed and implemented as PHP application and 
given access to students for data collection. This study 
is intended to examine the effectiveness of predicting 
the learning style of college students. The J48, BayesNet, 
Naïve Bayes and Random forest classifiers are used to 
measure the classification accuracy. The result shows 
that random forest algorithm has more capability in 
predicting learning style of the students. Understanding 
the learning style of students is the first step and it may 
give a fruitful result when it is embedded with learning 
environment. Thus, future research may incorporate the 
automatic learning style prediction over specific learning 
environment.
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