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1.  Introduction

The Electrohydrodynamics (EHD) is concerned with 
the interactions of electrically charged fluids and their 
motion. This phenomenon is used in a wide range of 
attractive engineering applications and microfluidic 
devices. EHD micropumps have gained much attention 
due to their reliability and distinctive advantages of 
no moving parts1. Experimental research on the ion-
drag micropumps has been widely carried out in the 
current years to improve their performance for different 
applications, particularly in cryogenic cooling of micro 
electro mechanical systems and most recently being used 
in jet printing2,3. But the development of new designs of 
such devices is challenging because of instrumentation 

cost and microfabrication complexity4. This issue provides 
an extensive research prospect for numerical modeling 
and simulation of micropumps. Since the performance 
of the micropumps depends on the shapes and 
geometries of the actuator electrodes. The variation in the 
geometric parameters requires the fine meshes resulted 
from the Discretization of the computational domain. 
Consequently, the computational time in obtaining the 
numerical simulation increases indefinitely. That is why; 
this work is aimed at the reduction of computational time 
in EHD ion-drag model by utilizing the art of parallelism. 
Few related studies have already been done to reduce the 
computational time of numerical simulation of specific 
EHD governing equation. For instance5,6 have attempted 
to simulate only electric potential in 2D and3D prototype 
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of ion-drag micropumps on parallel systems respectively. 
This paper extends the parallelism methodology for the 
complete set of EHD governing equations including 
electrostatic and hydrodynamic partial differential 
equations.

2.  Methodology

Ion-drag pumping mechanism is associated with the 
effect of high electric field strength is applied between 
the charged electrodes to move the neutral molecules of 
dielectric fluid as shown in the Figure 1. 

Figure 1.    EHD Ion-drag mechanism7.

The mechanism can be translated mathematically by 
using the laws of electrodynamics and fluid dynamics. 
The complete set of EHD governing equations is derived 
from the Maxwell’s electromagnetism equations and fluid 
flow conservative equations8,9. The simplified system of 
3D partial differential equations that govern the ion-drag 
pumping is listed as follows:
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Electric filed,
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Conservation of charges,
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Current density
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Space charge density
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Flow continuity equation 
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Navier-Stokes (Momentum) equations,
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Equations (1-10) have to be solved iteratively using 
finite difference method for potential field V electric field 
E, space charge density qe, fluid velocity components  
(u, v, w) and the pressure field p. Once the potential 
distribution V, electric field E  and the charge density qe, 
are determined then the magnitude of the Coulomb force 
Fe  is obtained and coupled with the momentum equations 
i.e., Eqs. (8-10). The current density J can be computed 
from Eq. 5 and the power consumption is obtained by the 
relation P = IV.  The numerically feasible solution of the 
governing equations requires the complete description 
of appropriate initial and boundary conditions for the 
computational domain of micropump. In this study, the 
basic design, boundary conditions and the sequential 
solution algorithm is adopted from10 and is extended to 
3D case.

Then the underlying sequential algorithm is 
parallelized using data parallel algorithm. For the sack of 
brevity, the DPA-EHD algorithm is illustrated by a flow 
chart as shown by Figure 2. Where, the symbols used in 
Figure 2 are described as follows: 

D is the computational domain10; l, m, n are the 
number of finite difference cells along x, y, and z axis 
respectively P is the maximum number of workers 
(processors) used at a time; D1, D2, …, DP are the sub-
domains obtained by partitioning the whole domain  
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D; W1, W2, …, WP are the parallel workers; ε is the 
error tolerance set as 0.0001; γ is the iteration number; 
Ф is the message passing mapping that sends the data to 
neighboring workers; ψ is the message passing mapping 
that receives data from the neighboring workers; ,1
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solutions at individual worker; and εg is the global error 
that is obtained by a global operation on all workers.

3.  Results and Discussion

Parallel numerical solution is computed by implementing 
the DPA-EHD algorithm using MATLAB by configuring 
parallel/distributed computing environment with the 
same resources as used by6. The EHD equations with 
different grid sizes are solved on a cluster of 2, 4, 8, 12 and 
16 MATLAB in distributed memory workers. The most 

Figure 2.    DPA-EHD for parallel numerical solution of EHD equations.
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important parameters to analyze are the computational 
time (sec) and the measured speedup. Figure 3 the 
computational time obtained on different grid sizes at the 
specific number of workers is presented. It is observed that 
the sequential computational time at P=1 increases with 
increase in the grid size. While the parallel computational 
time at P=2, 4, 8, 12, 16 is reduced by some fraction of 
the sequential time. However, there is no significant 
reduction in time after particular number of workers. The 
DPA-EHD can be more efficient for P=2, 4, 8 and at most 
P=12 but after this the parallel computational time gets 
increasing. The computational time is shown by using 
another orientation in Figure 4, where it is represented as 
a function of P number of workers at a specific grid size. 
This gives a mixed impression of increase and decrease 
in the computational time with respect to number of 
workers. It also shows that for a particular grid size the 
computational time decreases by increasing the number 
of workers but after some degree the computing time 
increases indefinitely. Which lead to the conclusion that 
increasing the number of workers does not necessarily 
reduce the computing time. 

Figure 3.    Computational time versus grid size with respect 
to different workers.

In fact, the computational time is a function of 
several influential parameters but the most common and 
important are the input data size and the number of workers 
used. In the current case, the computing time is analyzed 
with respect to grid size and the number of workers 
independently. It is obvious that the computational time 
will increase by increasing the data size but its behavior 
depends on the nature of computational problem and the 
parallel hardware.

Figure 4.    Computational time versus workers with respect 
to different grid sizes.

After analyzing the parallel computational time 
of DPA-EHD it is important to measure the speedup 
achieved by the algorithm. Figure 5 exhibits the speedup 
as functions of number of workers. The speedup for large 
grid sizes improves up to some extent and then decreases 
as more number of workers is added. For 160 x 200 x 50) 
the DPA-EHD can reach a maximum speed up of 4.14 
with P=12 numbers of workers. Whilst, for the grid size 
(320 x 400 x 100) the maximum speedup of 4 with P=8 
can be achieved. This demonstrates that there is optimum 
number of workers for each grid size and for this reason 
the scalability of the DPA-EHD is restricted to limit 
number of workers. It is because of the reason that in the 
small grid sizes the fine granularity occurs. 

Figure 5.    Speedup versus workers with respect to different 
grid sizes.
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4.  Conclusions

The work presented in this paper was motivated by the 
need of parallelism to reduce the computing time in 
simulation of a computationally intensive problem. The 
complete EHD ion-drag pumping model was parallelized 
using data parallel technique and implemented on parallel/
distributed computing environment using MATLAB. The 
parallel results demonstrate the feasibility of using the 
parallelism in EHD model with reduced computational 
time. It is revealed that to process the solution on 1600000 
finite difference cells as a maximum speed up of about 
4.14 can be achieved on 12 workers. Hence the parallel 
algorithm for EHD model reduces computational effort 
on distributed memory systems. 
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