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Abstract
Now days, there is a huge increase in number of peoples who have been accessing many social networking sites and micro-
blogging websites which open a new door to the impression of today’s generation. Various user reviews for a specific 
product, company, brand, individual, forums and movies etc. have been much helpful in judging the perception of people. 
Thus the analysts took the initiative to develop algorithms to automate the classification of distinctive reviews on the basis 
of their polarities particularly: Positive, and Negative. This automated classification mechanism is referred as Sentiment 
Analysis. The primary aim of this paper is to apply Support Vector Machine (SVM) machine learning algorithm to classify 
the sentiments and texts for product reviews that analyses different datasets used for classification of sentiments and 
texts. Furthermore, various data sets have been utilized for training as well as testing and implementing the Support Vector 
Machine learning algorithm to find the polarity of the ambiguous sentiments. Objectives: The primary objective of this 
paper is to implement Support Vector Machine (SVM) machine learning algorithm to classify the sentiments and texts 
for product reviews that analyses different datasets used for classification of sentiments and texts. Methods/Statistical 
Analysis: In this research study, several datasets have been applied for training as well as testing and simulating the 
support vector machine learning algorithm to compute the polarity of the ambiguous sentiments or reviews. Findings: 
At the outset, Support Vector Machine (SVM) classification algorithm gives higher accuracy 89.98% than the other ones. 
The obtained accuracy would be enhanced further by including more sentence forms. Finally, it concludes that the Support 
Vector Machine (SVM) algorithm behaves well. Application/Improvements: The performance resulting models are 
tested to measure accuracy of Support Vector Machine learning algorithm. Finally, the SVM classification algorithm has 
been achieved high accuracy and found better classification algorithm than others.
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1. Introduction
Machine learning is a logical train that investigates the 
development and investigation of calculations that can 
gain from data12. Such calculation work by building a 
model in view of data sources and utilizing that to set-
tle on forecasts or choices as opposed to following just 
expressly modified guidelines. Machine learning is closely 
related to computational statistics. Sentiment analysis 
approaches are classified into the following categories 
which are shown in Figure 1.

Technically, these machine learning algorithms 
can be classified into the following ways: Supervised, 

Unsupervised, Semi-Supervised and Reinforcement 
Learning. If the different input objects are given with a 
labeled output value (also called supervisory signal) is 
called supervised machine learning, in contrast to unsu-
pervised learning, where there is no such supervisory 
signal. between both supervised and unsupervised learn-
ing there is semi-supervised learning where there are large 
amount of input objects and only some of these objects 
are labeled with output value1. However, in reinforcement 
learning there is a learning system to which the training 
information is provided by the environment based on 
which it has to discover which action will yield the best 
reward. 
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The rest of paper is organized as follows: Section 2 describes 
related work in the sentiment analysis domain. Section 3 
covers the proposed work. Section 4 presents experimental 
evaluation along with simulation for sentiment analysis. 
Section 5 concludes the paper while references are men-
tioned in the last.

2. Related Work
This section provides a brief summary of many works 
performed in the field of sentiment analysis and opinion 
mining. 

Tripathy et al.1  used different supervised machine 
learning algorithm and by applying them he tried to clas-
sify movie reviews. 

Maria et al.2 given a hybrid approach for the prediction 
of sentiment in which context-sensitive coding offered by 
Word2Vec and sentiment/emotion information offered 
by a lexicon were combined and this was done to get the 
best results in terms of efficiency, accuracy and the pro-
cess time. 

Appel et al.3 proposed a hybrid system approach to the 
sentiment analysis problem at the sentence level and give a 
high level of accuracy of 88.02% and precision of 84.24%. 
Natural Language Processing (NLP) method is used. To 
three different data-sets hybrid method is proposed, and 
results achieved are compared to those using Naïve Bayes 
(NB) and Maximum Entropy (ME) technique. 

Korkontzelos et al.4 presented work on the effect of 
sentiment analysis, on extracting adverse drug reactions 
from tweets and forum posts. Automatic identification of 
ADR was tough because of its large size, but through this 
method this was made easy. 

Severyn et al.5 predicted polarities at both message 
and phrase level by deep learning approach to sentiment 
analysis of tweets, and for this, they used an unsupervised 
neural language model which trained initial word embed-
ding, and further was tuned to find the polarities. 

Nakov et al.6 presented a task on the evaluation 
of Compositional Distributional Semantics Models 
on full sentences organized for the first time within 
SemEval-2014. Its task had two sub-tasks, (i) semantic 
relatedness and (ii) entailment. 

Gokulakrishnan et al.7 analyzed tweets from micro 
blogging twitter site and classified them as positive, 
negative and irrelevant. And further, they studied the per-
formance of various classifying algorithms. 

Pak et al.8 proposed a work in which they create a 
method to train a sentiment classifier by automatic collec-
tion of a corpus. They used Tree Tagger for POS-tagging, 
through which difference between negative, positive and 
neutral sets of distributions was observed. For sentiment 
analysis and opinion mining purposes we used Twitter, 
the most popular micro blogging platform and used a 
method in which they automatically collected corpus. 

Figure 1. Classification of sentiment analysis approaches.
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Jansen et al.9 presented a paper that describes if a com-
pany has to work on their branding strategy and then they 
should explore micro blogging websites because they are 
a potentially rich avenue for companies. In their paper the 
authors examined e-WOM branding. The authors further 
analyzed branding comments, sentiments, and opinions 
in more than 150,000 micro blog postings.

3. Proposed Work
The flow of proposed work is shown in Figure 2.

The proposed work contains the following key points:
•	  The proposed work discusses about applying senti-

ment analysis and machine learning algorithm to 
investigate the relationships among the online reviews 
for smart phone products and the revenue of perfor-
mance.

•	  The algorithm is to be applied on product reviews and 
predict collection of the product based on the reviews 
and analyses how much effect the reviews have on the 
collection. The product collection for the next day is 
predicted based on online reviews of the present day.

•	  A prediction of high or low collection is also predicted. 
From the website, the detailed information contain-
ing the values for the following: brands, product date, 
rank of sale, user’s reviews, etc. of a smart phone were 
obtained.

•	  Part of Speech (POS) model in which a sentiment or 
textual review is represented as a vector, whose entries 
correspond to individual terms of a vocabulary. Part-
of-speech information is supposed to be a significant 
indicator of sentiment expression.

•	  The score of each sentence in the dataset is calculated 
by sum of weight of each term in the corresponding 
sentences. Clustering of the review data based on the 
TF-IDF measure has been performed.

•	  Finally, the proposed work achieves high accuracy, the 
reviews are taken as appropriate and the success or 
failure of the smart phone product is predicted based 
on the reviews by using Support Vector Machine clas-
sification algorithm.

3.1 Simulation Work
The simulation work is performed by using Java program-
ming language, WAMP Server and MySQL. The complete 
simulation is accomplished by using the following mod-
ules:
•	 Text preprocessing
•	 Transformation
•	 Clustering
•	 SVM classification
•	 Evaluation

3.1.1 Text Pre-Processing
Text pre-processing techniques are divided into two sub-
categories which are POS tagging and stop words removal. 
In POS, textual data comprises block of characters called 
tokens. The input reviews are separated as tokens and Figure 2. Flow of proposed work.
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start the pre-processing. A stop-list is the name com-
monly given to a set or list of stop words. Some of the 
more frequently used stop words for English include ”a”, 
”of ”, ”the”, ”I”, ”it”, ”you”, and these are generally regarded 
as ’functional words’ which do not carry meaning. Hence 
remove those words that support no information for the 
task.

3.1.2 Transformation
In the transformation process, the score for each sentence 
is calculated in the document. For that, first the weight of 
each term is calculated by the product of term frequency 
and inverse document frequency.

3.1.3 Clustering
Clustering of the document review is based on the 
TF-IDF measurement. Thus, points on the edge of a clus-
ter, maybe in the cluster to a lesser degree than points in 
the center of cluster. It chooses the number of clusters and 
it finds centroid.

3.1.4 SVM Classification
After the removal of the outliers based on the cluster-
ing, the improved feature sets were used for sentiment 
classification.SVM is mainly used for the sentiment clas-
sification. It classifies the positive and negative reviews.

4. Evaluation
The performance of algorithm depends on several param-
eters such as Precision, Recall, F-Measure and Accuracy. 
This can be understood using True Positives, False 
Positives, True Negative and False Negative, where, True 
Positive (TP) is items correctly labeled as belonging to the 
positive class.

False Positives (FP) are items incorrectly labeled as 
belonging to the positive class True Negative (TN) are 
items correctly labeled as belonging to the negative class 
False Negative (FN) are items incorrectly labeled as belong-
ing to the negative class10.

Here, the precision is a measure of relevant instances 
among the retrieved instances; it is the ratio of number of 
elements correctly labeled as positive to total number of 
positively classified elements.

Precision = TP
TP FP

  
+

11

Whereas, Recall is a measure of how many truly relevant 
results are returned; it is the ratio of total number of posi-
tively labeled elements to total elements which are truly 
positive.

Recall = TP
TP FN

  
+

13

F-Measure is a measure that combines precision and 
recall and is the harmonic mean of precision and recall.

F-Measure = 2. Precision.Recall
Precision Recalll

  
+

14

Accuracy  is also used as a statistical measure of how 
well a classification test correctly identifies or excludes a 
condition. That is, the accuracy is the proportion of true 
results (both true positives and true negatives) among the 
total number of cases examined.

Accuracy = 
TP TN

TP TN FP FN
  +

+ + +
15

Accuracy is a common measure for classification perfor-
mance. It is the proportion of correctly classified examples 
to the total number of examples, while error rate uses 
incorrectly classified instead of correctly16.

5. Experimental Evaluation
In this section, the experimental work has been simulated 
by using Java NetBeans IDE 7.2.1 open source software 
to perform Support Vector Machine classification algo-
rithm. The complete experimental evaluation as well as 
simulation has been performed by using various modules. 

The product reviews are now transferred to a Part 
of Speech Tagger (POS Tagger) which reads the words 
from the reviews and assigns each one as Noun, Verb, or 
Adjective etc.

Now, in the next module we do the complete process 
of POS tagging which is shown in Figure 4.

Now, the product reviews have been pre-processed by 
searching for many predefined Stopwords from product 
reviews as shown in Figure 5.
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Figure 3. User interface of proposed work.

Figure 4. POS tagging process.
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The found stopwords are now removed from the original 
product reviews which do not contribute to the prod-

Figure 5. Data pre-processing of stopwords.

Figure 6. Product reviews.

uct reviews are being positive or negative. The product 
reviews are shown in Figure 6.
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After pre-processing the text has been transformed 
through Term Frequency (TF) that assigns a weight to 
each word based on how frequently a word occurs in the 
document. This is computed by using this expression:

TF(t)= Number of times term (t) appears in a document
Total number  of terms in the document

 17

After computing TF Inverse Document Frequency (IDF) 
measures how important a term is by weighing down 
frequent terms and scaling up the rare ones. IDF is calcu-
lated by using this expression:

IDF(t) = log_ e Total number of documents
Number of documents with termm (t) in it

 10

This module refers the validating feature by using cluster-
ing is shown in Figure 7.

With the help of hyper plane in Support Vector 
Machine the data is divided into two classes such as 
Positive and Negative referred in Figure 8.

Now, Support Vector Machine classification data is 
measured into Negative shown in Figure 9.

In this section, the results are shown in Table 1 the reviews 
which is based on three datasets. Hence, the number of 
reviews in Table 1 is categorized into two classes one is 
of the positive reviews and second one negative review. 
Positive review shows the good results and the negative 
shows poor results.

Table 1. Product reviews

Product Name No. of 
Reviews

Positive 
Reviews

Negative 
Reviews

HtcDesire.csv 250 156 94
htcOneMe.csv 180 102 78
HtcOne-X9.csv 190 125 65

Moreover, the Support Vector Machine (SVM) classifica-
tion algorithm provides higher accuracy 89.98% than the 
other ones. The obtained accuracy would be enhanced 
further by including more sentence forms. Finally, it con-
cludes that the SVM algorithm is better one.

Figure 7. Clustering process.
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Figure 8. SVM Classifcation of positive words.

Figure 9. SVM classifcation of negative words.
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6. Conclusion
This paper presents an experimental study along with a 
proposed model through SVM algorithm on different 
datasets of Product reviews to measure the polarity of 
reviews whether positive or negative and words related 
to the products such as good, bad, excellent, super hit. 
The performance resulting models are tested to measure 
accuracy of Support Vector Machine learning algorithm. 
Finally, the Support Vector Machine classification algo-
rithm is achieved high accuracy and found better one 
than others.
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