
Abstract 
The objective of the work is to diagnose heart disease using computing techniques like genetic algorithm and fuzzy logic. 
The system would help the doctors to automate heart disease diagnosis and to enhance the medical care. In this paper 
a hybrid genetic-fuzzy heart disease diagnosis system is designed. The genetic algorithm is used for a stochastic search 
that provides the optimal solution to the feature selection problem. The relevant features selected from the dataset help 
the diagnosing system to develop a classification model using fuzzy inference system. The rules for the fuzzy system are 
generated from the sample data. Among the entire rule set the important and relevant subset of rules are selected using 
genetic algorithm. The proposed work uses the benefits of genetic algorithms and fuzzy inference system for effective 
prediction of heart disease in patients. The selected features are sex, serum cholesterol (chol), maximum heart rate 
achieved (thalach), Exercise induced angina (exang), ST depression induced by exercise relative to rest (oldpeak), number 
of major vessels coloured (ca) and thal value. Fuzzification using Fuzzy Gaussian membership function and defuzzification 
using centroid method improves the performance of the system. The work has been evaluated using the performance 
metrics like accuracy, specificity, sensitivity, confusion matrix that help in proving the efficiency of the work. The obtained 
classification accuracy is 86% using the stratified k fold technique with the values for specificity and sensitivity as .90 
and .80 respectively. The number of attributes has been reduced from 13 to 7 from heart disease dataset available in the 
UCI Machine learning repository. When compared with the existing system the accuracy of the proposed work has been 
increased by 1.54%. The proposed model is named as GAFL model called Genetic Algorithm Fuzzy Logic model for effective 
heart disease prediction. It is easy to build the model thereby providing an easy option to be used in hospitals and medical 
centers for the aid of the physicians.
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1. Introduction

Medical mining involves computerized tools and tech-
niques that help in providing the benefits to health 
systems. Especially artificial intelligence techniques are 
most commonly used for disease diagnosis1–3. The neu-
ral network classifier helps in diagnosing the diseases 
by developing a model using feed forward neural net-
work, multi-layer perceptron neural network, and back 
propagation neural network. Genetic algorithms help in 
medical mining using their stochastic searching technique, 

the fitness function along with a set of genetic opera-
tors. The fuzzy logic is a tool for providing solution to the 
problems that deal with fuzzy input data4. The proposed 
work takes into account the Genetic Algorithm (GA) for 
feature selection, and fuzzy logic for classification. The 
dataset chosen is the heart disease dataset that contains 
records of patients with and without heart disease. The 
objective of this work is to design a model that can help in 
predicting whether an incoming patient has heart disease 
or not. GA is one of the most effective feature selection 
methods5. It is a stochastic searching technique that helps 
in producing optimal solution for optimization problem.
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1.1 Data Set

GA is used for feature selection and thus reducing the 
number of attributes in the dataset which in-turn narrows 
down the search. A fitness function evaluates the fitness 
of a chromosome in a population. A chromosome is the 
characteristic of the data. The design of fitness function is 
fundamental for the genetic algorithm, as it decides the ter-
mination criterion6. In the proposed work the attributes in 
the dataset are selected using GA and the fuzzy inference 
system further performs classification and prediction. 
 The Experimental data had been a backbone in 
many research works. In7 the authors have used a learn-
ing method that deals with uncertain data. The training 
dataset helps in constructing the fuzzy decision tree. The 
attributes are ranked based on the measure of discrimi-
nation like entropy and ambiguity. They have devised an 
algorithm for incremental dynamic development of the 
decision tree fuzzy classification. The authors of the pa-
per8 have used the three types of decision trees like non 
ordered, ordered and stable decision trees for medical de-
cision making system for breast cancer diagnosis. Out of 
the three types, the method using non ordered decision 
tree performed better with a minimum error of 0.1040. 
Mohamed et al., in their paper9 have proposed an algo-
rithm to generate fuzzy rough decision tree using fuzzy 
logic and rough sets. They have taken into consideration 
the medical datasets like Wisconsin breast cancer and 
pima Indian diabetes and obtained an accuracy of 96.1 
% and 86.4 % respectively. Nael and Robert10 have pro-
vided a software tool for the fuzzy decision tree genera-
tion using the fuzzy ID3 algorithm as its base. The ex-
perimental results have proved that the rule-set reduction 
method can improve the accuracy and reduce the num-
ber of rules required for classification. The measures like 
information gain, classification ambiguity value and the 
gini index have been used for the RFDT (Reduced set 
Fuzzy Decision Tree) construction and produced the 
experimental results as 99.29% and 82.22% accuracy for 
breast cancer and heart disease datasets respectively using 
information gain, 97.89% for breast cancer and 82.96% 
for heart dataset using classification ambiguity, 99.29% 
and 82.22% for breast cancer and heart disease dataset 
respectively using Gini index. It is to be noted that the 
accuracy for the heart disease diagnosis using this meth-
od is lesser when compared to our proposed approach.
In their paper on “A threshold fuzzy entropy based fea-
ture selection for medical database classification” the 
authors have used a fuzzy entropy measure to identify 

GA14 helps in solving many real time problems using the 
process of evolution of species. The input to the algorithm 
is called as chromosome that contains the parameters that 
have unique characteristics. Each chromosome consists 
of a collection of genes. A gene expresses the characteris-
tic of the input. A collection of such chromosomes form 
a population. A chromosome in the population provides 
the solution to the problem after a series of iterations

the feature relevance and have reduced the number of fea-
tures from 13 to 3 features  11. The reduced features have 
been tested with a Radial Basis Function (RBF) network 
classifier and the accuracy was found to be 84.46% for the 
heart disease dataset. The proposed approach reduces the 
number of attributes from 13 to 7 and improves the accu-
racy by 1.54% when compared to the previous approach. 

The heart disease dataset is taken from the UCI machine 
learning repository. This data set has been used by many re-
searchers especially for classification using fuzzy logic12,13. 
Manually removing 6 records that contain missing vales, 
the dataset resulted in 297 samples. There are14 attributes 
including the class label. The information contained in 
the dataset is effective and helps in identifying the hidden 
pattern. Not all the attributes are effective but only a few 
are relevant for classification and prediction of the disease. 
Identifying the important attribute set is an important 
task that helps in data cleaning, eliminating irrelevant at-
tributes, removing noise form the data etc. The attributes 
in the dataset are as follows (Table 1): age of the patient, 
gender, the chest pain type, the resting blood pressure 
in mmHg, serum cholesterol in mg/dl, the fasting blood 
sugar in mg/dl, resting electro cardio graphic results, thal-
ach (maximum heart rate achieved), exercise induced an-
gina, oldpeak, slope, number of major vessels colored by 
fluoroscopy and finally thal with values as normal, fixed 
defect and reversible defect. The experts can easily iden-
tify the important attributes thereby reducing the number 
of features. On the other hand the computing techniques 
can also be used for selecting the important attributes. In 
this work we have identified the important features us-
ing the genetic algorithm a stochastic search technique. 

2. Methods

2.1 Genetic Algorithms
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Table 1. The attributes and their numeric 
representations

Attribute No Attribute names
1 age
2 sex
3 cp
4 trestbps
5 chol
6 fbs
7 restecg
8 thalach
9 exang

10 oldpeak
11 slope
12 ca
13 thal

called generations. All genetic information gets stored in 
the chromosomes15. Every generation is better than its 
previous one as the possibility of obtaining the solution 
gets better. The solution is obtained with the inclusion 
of fitness function, the genetic operators like selection, 
crossover and mutation in every generation. 

2.1.1 Chromosome Representation

Designing the fitness function is the fundamental part 
of the GA that helps to get the optimal solution16. The 
fitness functions available in the literature are most com-
monly problem dependent. Functions that work well for 
some datasets may not produce better results for other 
data sets. The fitness function value is the measurement 
that helps to check the nearness of the optimal solution. 
The three genetic operators are briefly outlined below:

Selection is the process of selecting the parents 
among the population so that they can be used for 
crossover and mutation operations. Selection method 
represents the mechanism that determines the num-
ber and the type of parent chromosome to be selected. 
The selection method for this work is the roulette wheel 
selection. It is one of the traditional selection techniques. 
The chromosome is selected based on the probability 
proportional to its fitness value. Fitter chromosomes 
have a better chance to be selected in this approach.

Crossover is a recombination operator that selects the 
parents from the pool of population and interchanges the 
position of the values based on the crossover point fixed. 
The values before the fixed point from one chromosome is 
transferred to the first part of the new chromosome and the

values that are in the second chromosome are trans-
ferred to the second section of the new one, thus 
inheriting the features of both the parents. Among 
the various crossover techniques the intermedi-
ate crossover has been chosen in this work. This 
technique is applicable for real valued chromosomes as 
they produce the offspring using the following formula17.

Offspring = parent 1 + Alpha (parent2-parent1)    ------(1)

Alpha is a scaling factor chosen uniformly at random. 
Mutation is a process of flipping or changing the gene 

values based on its given probability (mutation probability) 
value in binary or real valued representation respectively. 
Mutation operator always accelerates and explores the 
search space. It helps to escape from local minima and an 
appropriate value for this operation can lead to the optimal 
solution as it maintains the diversity in the population. 
Mutation probability decides the frequency of performing 
mutation in every generation. This study uses the Gaussian 
mutation with the values for scale and shrinking to be 
0.05 and 1 respectively. This method adds a random value 
to the selected chromosome taken from the Gaussian dis-
tribution centered on zero. The scale value determines the 
standard deviation at the initial generation and the shrink 
parameter is a controlling parameter that controls the 
standard deviation value throughout the generations. The 
stochastic search of the genetic algorithm stops based on 
the convergence criteria. The various stopping conditions 
are: when the process reaches the maximum number of 
generations, the maximum time limit fixed by the user 
(elapsed time), a state when it finds no improvement if 
the fitness values of the individuals for a pre-mentioned 
number of generations, a state when there is no sig-
nificant improvement in the objective function value 
(called stall generations and stall time limit). Genetic 
algorithms combine the high performance notions to 
achieve better performance for getting optimal solution. 

2.2 Fuzzy Logic
The primary task of our work is to perform classifica-
tion using fuzzy logic. In 1965 Lotfi A. Zadeh proposed a 
fuzzy set theory that is more applicable to artificial intel-
ligence, especially, for the problems that have uncertain 
input values18. Fuzzy logic is a form of uncertain or many 
– valued logic. This logic provides approximate solutions 
rather than accurate as it handles the concept of partial 
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Figure 1. Gaussian membership function.

truth where the truth value can be in the range between 
completely true and completely false. 

2.2.1 Membership Functions

Fuzzy membership functions are devised based on the 
problem to be solved and the fuzzy set chosen for the 
same. Membership function represents the fuzzy set and 
also provides a measure of the degree of similarity of an 
entity to a fuzzy set. Most common shapes for design of 
membership functions are triangular, trapezoidal, lin-
ear, Gaussian, bell-shaped etc. In the proposed work the 
Gaussian membership function is chosen as it is compre-
hensible and appropriate to the problem. 
A membership function for a fuzzy set A on the universe 
of discourse X is defined as µA: X → [0, 1], where each 
element of X is mapped to a value between 0 and 1. This 
value, called membership value or degree of member-
ship, quantifies the grade of membership of the element 
in X to the fuzzy set A. Membership functions allow us to 
graphically represent a fuzzy set. The x axis represents the 
universe of discourse, whereas the y axis represents the 
degrees of membership in the [0, 1] interval. The Figure 
1 depicts the Gaussian membership function used in the 
proposed work.

2.2.2 Fuzzy Inference System
A fuzzy inference system helps in mapping the inputs 
to the corresponding output using predefined fuzzy 
rules available in the knowledge base. The knowl-
edge base consists of if-then rules that specify the 
relationship between the input and output fuzzy sets19. 

As it requires the input in fuzzy values, the input is fuzzi-
fied and for the user to better understand the output, the 
output from the inference system is defuzzified. The infer-
ence system is developed with a series of activities like20, 
1. Developing the fuzzy rules, 
2. Fuzzifying the input values based on the membership 
function, 
3. Combining the fuzzy input and the fuzzy rules to gen-
erate the rule strength.
4. The rule strength consequence is again combined with 
the output membership function to generate the output 
distribution and 
5. Finally the output is defuzzified to give the output in 
crisp value.

2.2.3 Fuzzy Rule Generation

The fuzzy rule generation is a vital task that helps in map-
ping the input to its corresponding output. Rules can be 
framed using any method that provides an antecedent 
and consequent form as given below:
If antecedent then consequent;
If a1, a2...an are the attributes and c1, c2...cm are the class 
labels then a fuzzy rule can be framed based on the lin-
guistic values like high, medium, low. The values n and 
m are the number of attributes and number of classes 
respectively. These linguistic values are also called as the 
labels that can vary in number based on the type of prob-
lem to be solved. Therefore the fuzzy rule can be framed 
as follows:
If a1 is high and a2 is low and a3 is medium then class is c2;
The data has been normalized and split into three dis-
tinct regions namely ‘1’, ‘2’ and ‘3’ for the attributes that 
have a wide range of values. The value 1 represents ‘low’, 
2, ‘medium’ and 3, ‘high’. For attributes like age, trestbps, 
cholesterol, thalach, oldpeak the following (Figure 2) 
implies the Gaussian fuzzy membership that is used:

Figure 2. Representation of the membership functions.
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Attribute
No

Attribute
names Actual labels Modified Labels

1 age Integer 1,2,3
2 sex 0,1 1,2
3 cp 1,2,3,4 1,2,3,4
4 trestbps Integer 1,2,3
5 chol Integer 1,2,3
6 fbs 0,1 1,2
7 restecg 0,1,2 1,2,3
8 thalach Interger 1,2,3
9 exang 0,1 1,2

10 oldpeak Real number 1,2,3
11 slope 1,2,3 1,2,3
12 ca 0,1,2,3 1,2,3,4
13 thal 3,6,7 1,2,3

For the other attributes the membership values are based 
on their actual values taken from the dataset.

2.2.4 Fuzzy Classifier

Fuzzy classification is a supervised learning method 
where the fuzzy model understands the data with its rules 
and class label of the training data and predicts the target 
value for the set of test data. The proposed work uses the 
stratified 10 fold technique which is a popular choice for 
estimating the test error on classification algorithms. It 
randomly divides the training set into 10 disjoint subsets. 
Each subset has roughly equal size and also the same class 
proportions as in the training set. The steps involved in 
the process are to identify a subset for testing with all the 
other subsets as training subsets. Using the trained model 
the testing subset is classified. This process continues for 
ten times with different training and testing data. Finally 
the average accuracy if calculated. 
The proposed work contains different labels based on the 
values of the attributes available in the dataset. The attri-
butes and their corresponding labels are as given in Table 
1. The actual labels are provided based on the data in the 
dataset whereas the modified labels are framed based on 
the fuzzy classifier. The Table 2 provides the details about 
the attributes and their modified labels. The fuzzy rules 
are also based on these labels. Some of the sample rules 
are given below:
Rule 1:if a1 is 3 and a2 is 1and a3 is 1 and a4 is 2 and a5 is 
2 and a6 is 2 and a7 is 2 and a8 is 2 and a9 is 2 and a10 is 2 
and a11 is 3 and a12 is 4 and a13 is 2 then result is “healthy”
Rule 2:if a1 is 3 and a2 is 1and a3 is 4 and a4 is 2 and a5 is 3 
and a6 is 2 and a7 is 2 and a8 is 1 and a9 is 1 and a10 is 1 and 
a11 is 2 and a12 is 3 and a13 is 1 then result is “Sick”
Rule 3:if a1 is 3 and a2 is 1and a3 is 4 and a4 is 1 and a5 is 2 
and a6 is 2 and a7 is 2 and a8 is 2 and a9 is 1 and a10 is 2 and 
a11 is 2 and a12 is 2 and a13 is 3 then result is “Sick”
Rule 4:if a1 is 1 and a2 is 1and a3 is 3 and a4 is 1 and a5 is 
2 and a6 is 2 and a7 is 3 and a8 is 3 and a9 is 2 and a10 is 2 
and a11 is 3 and a12 is 4 and a13 is 1 then result is “healthy” 
Defuzzification methods are used to convert the fuzzy 
values to their corresponding crisp and understandable 
values. There are five defuzzification methods avail-
able. They are centroid, bisector, Smallest Of Maximum 
(SOM), Middle Of Maximum (MOM) and Largest Of 
Maximum (LOM). The defuzzification method used for 
the proposed work is centroid method as it is depicted in

Figure 3. In this type it returns the center of area under 
the curve.

Table 2. The modified labels of the attributes for 
fuzzy classier

 

Centroid  

0 

1 

Membership 
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Figure 3. Defuzzification method used in the proposed work-
centroid.

The experimental results in Table 3 show that the selected 
set of attributes and the appropriate training set give a bet-
ter performance when compared to the existing method 
in 11. The performance of the proposed model can be 
measured using some of the metrics like specificity, sensi-
tivity and accuracy.
The Tables (Table 4 and 5) give the specificity, sensitivity 
and the confusion matrix for the proposed method with 
heart disease dataset. Specificity is the measure of finding 
the individuals correctly classified as “healthy” individu-
als where as sensitivity is a measure that finds individuals 
correctly classified as “sick”21.

3. Experimental Results
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