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Abstract
Background and Objectives: The main objective of this paper is to extract the lung nodules in Chest Radiography (CR) for 
identifying and locating the presence of small lesion or nodules. Methods and Statistical Analysis: Four stages of works 
are carried out such as: 1). Image Registration using geometrical transformation method, 2). Lung Segmentation using 
thresholding method, 3). Feature Extraction using Complex Wavelet Transformation method and Shearlet transformation 
method and finally 4). Image Classification using Random Forest method and classify the images are normal or abnormal. 
To confirm the abnormality of the segmented output the results are compared with the labeled ground truth images given 
by medical experts. Findings:The entire proposed approach is implemented in MATLAB software and the performance is 
verified by comparing the results obtained from CWT results with the ST results. The proposed experiment is carried out 
on JSRT dataset and obtained the accuracy 96% which is better than the existing approach’s obtained accuracy is 95.4%. 
Conclusion and Improvements: The proposed approach in this paper is better than the existing approaches for lung nodule 
detection and identification through segmentation in chest radiography. In future work the performance of the proposed 
work is evaluated by comparing the obtained results with the other existing transformation methods.

1.  Introduction
The Chest Radiography (CXR) imaging technique is used 
for diagnosing various abnormalities in the chest region. 
The diagnosis of the CXR depends on the segmenta-
tion of different anatomical structures such as bones, 
ribs, clavicles, heart and lungs. Eventhough Computed 
Tomography (CT) is superior to CXR in diagnosing 
abnormality in the chest, CXR is cost effective. Hence 
it is important to evaluate the performance of the algo-
rithm, that extract the abnormality features correctly for 
the CXR based imaging. Usually the different region of 
chest consists of five different types of densities such as 
air, fat, soft tissue, bone and metal. The variation in the 

intensities of the CXR shows the presence of this differ-
ent intensities1. In this Paper, we aim at segmenting and 
finding the abnormality in the lung region. The normal 
lung appears black since it is filled with air. Abnormality 
in the lung region can be easily identified by the pres-
ence of white or gray intensity. Automatic detection of 
Lung Nodule (LN) in chest radiography is the impor-
tant task because the presence of lung nodule may be 
the symptom of cancer or Tuberculosis. One third of 
the population of the world is exposed to various lung 
abnormalities in each year. Various innovative hardware 
and software methodologies are proposed for LN detec-
tion2. Computer Aided Diagnosis (CAD) for analyzing 
lung nodule helps the radiologist to identify the disease 
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earlier than conventional diagnosis techniques. A num-
ber of techniques have been available for segmenting the 
lung from CXR to diagnose lung cancer3. We are using 
thresholding techniques for segmenting lung region and 
global thresholding for segmenting lung nodules which 
give good results. Lung nodule segmentation is a critical 
task if nodule size is very small. In this paper, we use 
the multiresolution method for feature extraction which 
gives better feature set for classification when com-
pared to feature set extracted using the spatial domain 
Method4.

Some of the other companies developed similar 
machines and software was developed for diagnoses the 
LN , but the sensitivity is not perfect5. Figure 1 depicts 
the chest radiographs of subject with LN. It has been 
proved using a positive culture test. A subtle abnor-
mality in the upper left lung near the mediastinum is 
depicted in the left image, whereas the abnormalities in 
the hilar region are depicted in the middle image. The 
right image only shows obvious patchy abnormalities 
indicative of LN6.

Chest radiography is mostly used for testing LN based 
normality or abnormality. WHO (World Health Organi-
zation) has found more difficulties in the 1960s regarding 
LN patients in the initial stage. Then they used X-Ray in 
cheap and easy way for finding the digital chest radiog-
raphy. After WHO, digital chest radiography is used in 
large potential manner for LN diagnosis. Testing X-ray by 
experts is not feasible all the time afforded. LN suspects 
after screening the symptoms in chest radiography. MC 
(Montgomery County chest X-ray set) is used as train-
ing data sets for testing the LN by using segmentation 

algorithms7. If pulmonary LN increases, then it increases 
the HIV (Human Immunodeficiency Virus) infection 
rate8. In most of the diagnostic conditions, appropriate 
images are used for segmenting and extracting the lung 
boundaries. Various types of analysis were used using 
various measurements like volume, shape and size. These 
measurements can provide a decision about series dis-
eases such as emphysema9, cardiomegaly, pneumothorax 
or pneumoconiosis. Some authors developed CAD sys-
tems for identifying the lung diseases more accurately 
using lung boundary segmentation10. But in this paper, 
we proposed automatic lung segmentation and diagnos-
ing method for chest radiography11.

	 It is essential for the health society to take imme-
diate, accurate decisions and automatically by a computer 
aided design. This problem is tackled in this paper by pro-
viding a sequence of image processing steps as a challenge 
to provide a better solution to the medical industry12. Fig-
ure 1 shows the overall functionalities carried out in the 
proposed approach. The main contribution of the pro-
posed approach in this paper is:

•	 Image Registration
•	 Image Preprocessing
•	 Lung Segmentation using the Iterative Threshold 

method
•	 Feature extraction using CWT method
•	 Feature extraction using Shearlet method
•	 Comparing features with the features of the ground 

truth images.
•	 Performance evaluation by comparing the results 

obtained from CWT and Shearlet.

   
Figure 1.  Chest radiography.
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2.  Image Registration
Image registration13 is necessary to correct the geometri-
cal transformations for the input images by adjusting the 
alignment. It is also arranging the object physically in 
the space. Medical images (3D) are obtained by CT, MRI 
(Magnetic Resonance Imaging), SPECT (Single-Photon 
Emission Computed Tomography) and PET (Positron 
Emission Tomography) where these images are a collection 
of continuous two dimensional images and having high 
intensity. Two dimensional medical images are obtained by 
X-ray, taken as, a film (digital radiography) gets as a photo-
graph or a film. In all the above imaging techniques, due to 
the hardware resource, position of patient the image view 
is rotated a while. The benefit of the registration provides 
an accurate diagnosis or treatment and clinically makes 
a meaning14. Registration can be obtained by two images 
where one is the reference image and the other image is the 
target image. According to one another, the images can be 
fused or the orientation of the image is changed.

 In this paper a geometrical transformation method is 
applied to the image for image registration. Each view of 
the image is correlated to the coordinate systems which 
defines a plane for the view. In geometrical transforma-
tion, the points in the reference image are mapped with 
the points on the input image and the points on the space 
X. The transformation T is applied in terms of reference 
points Y and it produces the transformed points Xʹ as:

	 Xʹ = T(X)	 (1)

From (1), if, all the points y in Y, corresponds to x in 
X, then the successful image registration can provide Xʹ. 
The set of all non-zero elements T(X) – y is the registra-
tion error.

3.  Image Preprocessing 
Most of the CAD system utilizes a sequence of image 
processing steps (especially, preprocessing) to an input 
image. The key feature of the image preprocessing step 
is to improve image quality to obtain the segmentation 
results accurately. Quality of the image strongly affects 
the performance of the other following image process-
ing steps in the proposed approach. In this paper, the 
preprocessing steps are contrast enhancement and bone 
suppression. Using contrast enhancement the contrast 
color of the X-ray image can be improved significantly 
where it helps to identify the tissue surface and the lung 

boundary more accurately. To do this, histogram analysis 
method is applied on the image data. Histogram equaliza-
tion method increases the contrast region from the low-
contrast region using the intensity values.

Another important preprocessing method specially 
applied on X-ray images is bone suppression. The bone 
suppression method eliminates the occlusion abnormali-
ties in the lung region and improves the feature extraction 
quality of the CAD systems. The strong edges produce 
local minima and reduce the accuracy of the segmenta-
tion algorithms. In case of low resolution based input 
images the suppression helps to suppress the rib cage 
with edges of the clavicle bones. Even though, the bone 
suppression is a simple solution, it is more suitable for 
the lung segmentation and it is not suitable for other 
image processing steps. Bone suppression automatically 
removes the bone structure in the X-ray images, which 
helps to detect the LN accurately.

4. � Lung Nodule Segmentation 
using Thresholding Method

An automatic lung nodule detection system is considered 
as an advantage for detecting the lung abnormalities at 
an early stage. The basic layout of the system is shown in 
Figure 2. 

Initially the lung region is segmented and extracted 
from the X-Ray image by performing thresholding and 
a few binary reconstruction processes. Then from the 
extracted lung region, the nodules can be extracted by 
using global thresholding methods and it is used for 
feature extraction. The CWT and Shearlet transform 
methods extract the features like geometric, intensity 
based statistical and location based features. Finally the 
extracted features are classified using Random Forest 
classification method, to find out normal or abnormal.

Figure 3 shows an overview of segmenting lung nod-
ule segmentation scheme. In the following sections, each 
stage is described in detail. Lung region segmentation 
is an essential preprocessing step in lung nodule detec-
tion systems. The main purpose of lung segmentation is 
to separate the voxels corresponding to the lung cavity in 
axial CT scan slices from the surrounding lung anatomy. 
As such, the accuracy of lung segmentation largely influ-
ences the nodule detection results. Our proposed CAD 
system includes a fully automated method for segment-
ing lung regions in CXR: global Thresholding is used to 
obtain the lung region and the thin structures.
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Th e X-Ray image is divided into two types as high den-
sity and low density pixels. Th e high density pixels mainly 
consist of the body neighboring around the lung cavity, 
whereas the low density regions consists the lung cavity. 
To segment and extract the lung volume it is essential to 
segment the low-density regions in the initial stage. First 
a fi xed threshold value is assigned to separate the low 
density lung parenchyma from the overall lung anatomy. 
Th e availability of diff erent scanning protocols makes the 
selection of an appropriate threshold a challenging task. 
Th e appropriate threshold is selected using global thresh-
olding algorithm. So that, aft er smearing a fi xed threshold 
T0, subsequent process is used to improve the preliminary 
segmentation results. 

A threshold I(x,y) is defi ned as:

1 ( , )
( , )

0 ( , )
if I x y T

I x y
if I x y T

 
   

 (2)

Th e following procedure is the main approach applied 
for thresholding based lung nodule segmentation.

1. Initialize T0.
2. Segment Lungs Portion using T. Th ere are two group 

of pixels were categorized as Group 1 and Group 2.
3. where G1 contains the pixels threshold value < T
4. where G2 contains the pixels threshold value³ T 
5. Compute the average threshold value as m1 and m2 for 

pixels in Group1 and Group2.
6. Compute the Global Th reshold value 1 2

1 ( )
2

T   

7. Repeat the above steps 2 to 4 until fetch the diff erence 
in T in successive iterations which is smaller than a 
predefi ned parameter T0

In all kinds of segmentation based image processing, 
it is necessary to consider about the background image in 
terms of foreground objects. To separate the foreground 
objects a best initial threshold value is assigned for T, 
which is the average gray level of the image. T0 is used to 
stop the algorithm aft er changing the value several times 
and obtain the appropriate lung nodule region completely. 
Th e experimental threshold value assigned to T0 is given 
in Table 1. According to the threshold T0 given in Table 
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Figure 2. Proposed model.

Figure 3. Th resholding based segmentation. 
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1, the lung region is detected from the original X-RAY 
image. A binary reconstruction operation is applied after 
thresholding to extract the lung nodule region alone.

Table 1.  T0 value assigned for lung region extraction

Images Threshold Value
JPCLN01.IMG 78
JPCLN03.IMG 86
JPCLN07.IMG 69

After successful segmentation, the lung nodule features 
are extracted using CWT and Shearlet transform method 
for classifying the abnormality of the lung images. The 
series of images tested in Table 1 is taken from JSRT (Jap-
anese Society of Radiological Technology) image data set. 

5. � Finding and Detecting LN 
Occurrence

 For successful lung nodule segmentation, a thresholding 
based extraction is applied. A dynamic threshold value is 
chosen using a trial and error method for segmenting the 
image. Initially a random sample value is assigned as the 
threshold for segmenting the Lung-Nodule. If the given 
threshold extract the exact Lung-Nodule then the same 
value is used otherwise, the threshold value is changed 
until it obtains the exact Lung-Nodule. This process is 
repeated on the chest X-ray image the lung portion is 
applied to detect and classify the Lung-Nodule. 

6.  Feature Extraction by CWT

0

( ) 0,1,..., ,
i k

k
i

CWT I I k m




    where m is the total 

number of pixels in the segmented image input to CWT. 

Similarly, 
0

( ) 0,1,..., ,
i J

k
i

ST I I J L




    where L is the 

total number of pixels segmented and input to Shearlet 
transform method. Now, the features are extracted using 
CWT and Shearlet method for classification. Wavelet is 
a small wave having energy integrated with time. One 
of the transient tools for analyzing the time in terms of 
frequency is wavelet. The wavelet prototype function is 
adopted by the wavelet analysis and it is called as “Analyz-
ing Wavelet” or “Mother Wavelet”. Temporal analysis is 
performed using a dilated function with low frequency 

of the same wavelet. The mathematical formulation of the 
signal processing can be obtained by wallet, which pro-
vides wavelet transformation pair such as FT (Fourier 
Transform) and WT (Wavelet Transform).

One of the extended versions of the standard DWT 
(Discrete Wavelet Transform) is CWT. Since, CWT is a 
two-dimensional WT, it can provide sparse representa-
tion, multi resolution and beneficiary characterization 
of the structure of the image. CWT was introduced to 
overcome the limitations of the classical DWT. The high 
degree of the shift invariants are purveyed in terms of 
magnitude values. But DWT is not good in reducing 
the redundancy of the magnitude values. CWT uses 
the DWT as well as DT (Discrete Time) DWT func-
tions. Complex wavelet transform uses analytical filter 
which decomposes the real-complex signals into two 
parts as real and imaginary portions in the transfor-
mation domain. The energy localization of the wavelet 
basis is described by amplitude and phase information, 
and is computed using real and imaginary coefficients. 
Complex wavelet transform provides a directional infor-
mation scale of the domain exists. Morlet and Cauchy 
wavelets are the two main examples of CWT. A CWT 
y(t) should satisfy the properties as: 
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The Complex Morlet wavelet shown in Figure 4 is writ-
ten as:
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The Complex Cauchy wavelet is written as:
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CWT as shown in Figure 5 is the extension as well as 
an alternate complex valued extension for the standard 
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DWT. The fundamental objective of the CWT is to avail 
explicitly both magnitude and phase information. The 
image is analyzed by the CWT, the phase shifts of the 
complex coefficients in the entire sub-band. Then the dis-
placement vectors in each point are verified.

     In this paper, it is proposed to use some of the complex 
symmetric daubechies wavelets which provide a natural 
way for calculating zero-crossings due to the hidden lapla-
cian operator in the imaginary part of the scaling function. 
Img is the input image data, r is the real part and j is the 
imaginary part of Img. The features extracted using CWT 
are:

•	 Average
•	 Standard Difference
•	 Entropy
•	 Energy

In the first level down sampling, Row filter is applied 
and on the second level down sampling, Column Filter 
is applied for decomposing the image. So that, the image 
reconstruction will be perfect in the CWT and the result 
segmentation will be accurate. The main implementation 
transform is applied to the Mother wavelet. CWT takes all 
the N sample of M coefficients which are non-redundant. 
The CWT coefficients of the testing images in each level 
of decomposition are given in Table 2.

Instead of the large extraction time in terms of preced-
ing levels as well as the larger feature vector length, for 
the algorithm implementation the fourth decomposition 
level is selected where it produces significantly smaller 
number of the generated coefficients than the other lev-
els. A portion of the decomposition wavelet coefficient of 
the input images is shown in Table 2. Feature extraction 
of the segmented portion is done using the CWT for fur-
ther classification and the algorithm for CWT is given in 
Algorithm-1:

Algorithm-1
•	 Select the input image
•	 Register the image for aligning
•	 Remove the noise for improving quality
•	 Segment the image using Threshold method
•	 Feature Exaction using CWT method
•	 Use the features for classification

7. � Shearlet Based Feature 
Extraction 

To evaluate the performance of the contour feature 
extraction of Lung-Nodule in this paper we utilize CWT 
and Shearlet transform methods. The previous section 

 

 
 

 

 

 

 

 

  

 

   

Figure 4.  Morlet and normalized frequency.

Table 2.  CWT wavelet coefficients at level l = 4

n-1 0 ( 1)I n  1( 1)I n  2 ( 1)I n  3( 1)I n 

0 -0.000688 0.000856 0.0039 -0.0020
1 -0.000705 0.0018 0.0043 0.0015
2 -0.000534 0.0012 0.0029 0.00027
3 -0.000368 0.000624 -0.00067 0.0025
4 -0.000629 0.0012 0.0026 0.0024
5 -0.000711 0.0013 0.0043 -0.0028
6 -0.000544 0.000919 0.0030 -0.0019
7 -0.000338 0.000524 -0.000963 0.0080
8 -0.000619 0.0010 0.0028 0.0022
9 -0.000681 0.0012 0.0033 -0.00026

10 -0.000620 0.000951 0.0018 0.0062
11 -0.000496 0.000936 0.0036 0.0038
12 -0.000475 0.000873 0.0023 0.0065
13 -0.000617 0.0011 -0.0035 0.0057
14 -0.000228 0.000475 -0.00098 0.0039
15 -0.000620 0.0014 0.0025 -0.00029
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discussed about the complex wavelet transform method. 
In this section we incorporate the Shearlet into a convex 
multi-label model. It is necessary to understand the con-
cept of convex relaxation model in matrix-vector nota-
tion15, 16. The image is segmented by allocating various 
dissimilar labels to all the dissimilar areas of the image 
based on the color value or gray value of the pixels. The 
entire dissimilar variables are persisted in a predefined 
codebook. In this paper, the RGB based color values are 
taken for adjustment due to accurate segmentation. The 
image data is taken in column wise for matrix-vector nota-
tion. Accordingly, the input image N NI   it is obtained 
that the vectored image 

2

( ) Nvec I   where the notation 
I represents both the original image and reshaped image. 
Let J  is the number of portions in the image labeled 
by a list of labels in L = {1, 2, …, J). 

In the given Image 
2NI  with a codebook c = {c1, 

c2, …, cJ} the labeling vector is obtained as 
2

* {0,1}
NJu   

where it can provide a “good” segmentation of I. To 
make the proper interpretation it is convenient to take 

* {0,1}N N Ju    as J layers of the image I in {0,1}N´N. Gen-
erally for each pixel only the entry in one layer is 1 and 
the entries in the other layers are 0. At the same time, 
each pixel is assigned by a label according to the index 
of the respective layer. For the relaxation it is assumed 
that there should not be a restriction for non-zero entries  
in each layer and there should be a restriction to the 
sum of the overall layers for each pixel to be equal to 1. 

i.e., 
2

* {0,1}
NJu   and 

1
2 2

0

* *[ ] 1 1
J

k
u u r kN r N





    
. The respective label is selected according to the 

index of the largest entry for each pixel. The follow-
ing variation approach finds u* as the minimizer of the 

functional )(,)( usuuI Ψ+= λ  subject to u ∈ C Where 
2 1

2 2

0

: [0,1] : *[ ] 1 1
N

J
j

k
C x u r kN r N





 
       
 


The condition guarantees that the sum over all the layers 

of entire pixel is equal to 1. It is referred to the first terms as 
the data term and the second terms as regularizer and  λ > 
0 as the regularization parameter. The relation between the 
image data I comprised in 

2NJs  penalizes a particular 
distance between I and the codebook C. In all the layers I 
of s, we subtract the codebook value ci from I - in formulas: 

	 2 2[ ( 1) ] || ( ) ( ) 1 ,1p
ps r k N I r c k r N k J         .

Thus, for larger values of s, smaller values of the data 
term was attained. Due to condition u ∈ C the trivial solu-
tion, u = 0 is excluded. The regularization term is selected 
to provide “smooth” layers.

 In this paper, comparing with the TV-function and 
NL-means regularization, we used Shearlet for minimiz-
ing the functional

	 ( ) , || ( ||1 ( )J cI u u s I S u    

Where, IJ represents the identity matrix in RJ×J and Sis 
noted as the shearlet -transform applied to a vector RN

2
  

as depicted below 

 
1

,
n

j j
I u UI


  and  

1
,

n
T

j j
I U I u




In particular, we have that 2N
T ISS = . Finally, SI j ⊗  

simply applies this Shearlet-transform to each layer of u 
separately. The indicator function lc is defined by

	
0,

( ) :c

u C
u u C

 
   
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Figure 5.  Complex wavelet tree.
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Summing up, finding an appropriate labeling vector u* 
for the image I is equivalent to solving the problem

	  
2

* argmin , || ( ||1 ( )
NJ

J c

u R

u u s I S u


    

and it is the segmented result of I from Shearlet transform 
method. I consist of the set of all feature vectors. The fea-
tures extracted from the Shearlet transform are:
•	 Mean
•	 Energy
•	 Entropy and 
•	 STD (standard deviation) given in Table-2.

Algorithm-2:
•	 Select the input image
•	 Register the image for aligning
•	 Remove the noise for improving quality
•	 Apply Threshold method for Lung Segmentation
•	 Apply Shearlet Transform method for feature 

extraction
•	 Calculate the total number of black pixels in the seg-

mented image for classification

8.  Random Forest Classifier
Here, we employ a RFC (Random Forest Classifier) and 
it is used mostly in tracking applications, object recog-
nition. A RFC contains numerous trees where each tree 
grown using some form of randomization. The leaf nodes 
are labeled by the posterior distribution based estimation 
on the image classes. Internal nodes in the tree consist a 
test which splits the space of the data to be classified. An 
input image is classified by investigating by each tree and 
aggregates the reaches leaf distributions. The random-
ness is applied at two portions during training: First by 
sub-sampling the training data so that each tree had been 
grown using a different subset and the other portion is in 
the selection of nodes tests. 

 All the trees considered in this paper are binary tree 
and in Top-Down structure. The way of testing each node 
is 1. Data independent, or 2. Using a greedy algorithm, it 
is tested that it best separates the given training sample 
image. The meaning of the best can be calculated using 
information gain

	
| |

( )
| |

i
i

i

QE E Q
Q

   

caused by splitting the Q examples into two subsets 
as Qi in terms of given test. Also E(q) is the entropy. This 
test is recursively applied to a nonterminal node in all 
the training samples. The recursion is stopped while it 
reaches a depth (which is mentioned by the user). In 
case, the set of all trees is T, set of classes is C and the set 
of all leaves is L in a given tree. While training the trees, 
the posterior probability (Pt,l (Y(I) = c)) for each class 
c (( C at each leaf node I ( L available in tree t ( T. The 
above probabilities are calculated as per the ratio of the 
number of images I having c class which reaches l and to 
the entire images that reaches I. Y(I) is noted as the class-
label c for image I.

And then test image is applied into the random-tree 
until it reaches the leaf-node. All posterior probabilities 
are then averaged and the arg – max is taken for classify-
ing the image. For testing the images, a set of translation 
scales is applied. A new image WI is classified by consid-
ering the average of the posterior probabilities (Pt,l(Y(I) 
= c)):

	 ,
1

1ˆ( ) max ( ( ( ) ))
T

t lc t
Y I P Y I c

T 

 

where l is the leaf reached in the image I in tree t. Now 
it is classified that an image I as the class Ck provided by 
the ROI which provides the highest probability.

9.  Results and Discussion
In this paper, for experimenting the proposed model 
there are 100 images is taken from a famous benchmark 
dataset and it is verified by the results obtained in step by 
step functionality of the proposed model. From the 100 
images, 60 images are normal image and 40 images are 
abnormal images. Each image is taken as input image for 
experimenting the Algorithm-1 and Algorithm-2 which 
are coded in MATLAB software. The following table 
shows the results obtained while experimenting our pro-
posed model. Results obtained in our proposed model 
are given in the Table 3. Images given in the first column 
show the input image used in the proposed approach, 
image given in the second column shows the result 
obtained as the result of an image enhancement process. 
The image given in the third column shows the detected 
and segmented lung image portion. The image given in 
the fourth column shows the Lung-Nodule analysis using 
threshold method. The fifth column and the six col-
umns in the table shows the classification result obtained 



Ki-Sik Kong

Indian Journal of Science and Technology 9Vol 8 (23) | September 2015 | www.indjst.org 

using complex wavelet transform and Shearlet transform 
respectively. The seventh column shows the real result 
obtained by comparing the extracted Lung-Nodule with 
the ground truth image based results. Then the similar-
ity between the ground truth image and the experiment 
result is measured by horizontal and vertical projection 
profile and it can be written as:

1

1

( , ) 1( ) 2( )

(1 ) 1( ) 2( )

n

img img
x

m

y

sm input GT p x p x

q y q y





 

 





where p1(x) and p2(x) are the horizontal projec-
tions, q1(y) and q2(y) are the vertical projections of 
images Inputimg and GTimg respectively. x and y are the 
histogram bins of the projection profiles, n and m are 
the number of bins in the profile histogram and µ is the 
weight factor and it can be calculated as µ=n/(n+m) for 
each profile.

The feature values are extracted from the test images 
using CWT and Shearlet transform methods are shown 
in Table 5 and Table 4 respectively . Both transformation 
methods have an inbuilt formulation for computing and 
extracting the selective features from the input segmented 
image. 

10.  Performance Evaluation
The segmentation performance of the system is measured 
with respect to the number of training images comparing 
with the ground truth images. In our experiment JSRT 
data set is used and the results are compared with the 
existing results. Table 6 summarizes the results obtained 
from the existing system as well as from our proposed 
system. According to the classified results obtained from 

Table 3.  Results obtained using proposed model shown in figure 1

Input Image Enhanced Lung 
Image

Detected Lung 
Image Lung-Nodule CWT 

Result ST Result GT Result

Normal Abnormal-
Benign Benign

Normal Normal Normal

Abnormal 
–Benign

Abnormal- 
Malignant Malignant

Table 4.  features extracted using shearlet transform 
method

Images Mean Energy Entropy STD
JPCLN01.IMG 0.00519 0.0257 2.2169 0.1655
JPCLN03.IMG 0.0070 0.0248 2.3750 0.1624
JPCLN07.IMG -0.0038 0.0083 2.3750 0.0940

Table 5.  Features extracted using complex wavelet 
transform method

Images STD Entropy Mean Energy
JPCLN01.IMG 0.0025 0.8112 0.00052 0.0000050
JPCLN03.IMG 0.0015 0.8113 0.00095 0.0000025
JPCLN07.IMG 0.0021 0.8113 0.00037 0.0000034
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CWT, ST and GT for JSRT and Montgomery is given in 
Table 6.

From the Table 6, it is clear that Shearlet transform 
based classification in all the two datasets containing 
X-Ray images. Table 7 shows that the classification results 
obtained using complex wavelet transform in the X-Ray 
images. Figure 6 and Figure 7 show the result of classifica-
tion of images using CWT and ST.

By comparing the results from Table 6 and Table 7, it 
is clear that Shearlet transform performs better than the 
complex wavelet transform. 

      Figure 8 graphically demonstrates the variation of 
the feature extraction time towards each of the CWT lev-
els 1, 2, 3 and 4. As it shows, the time necessary for image 
feature extraction increases at each level. It is related to 
the required time for image energy computation by the 
high pass and low pass filters at each level separately. 
Thus, with the subsequent level the feature extraction 
time increases.

11.  Conclusion
In this paper, complex wavelet transform based 
and Shearlet transform based lung boundary detec-
tion method is applied. And the obtained results are 

compared with the results obtained from the ground 
truth image. The comparison applied using similarity 
score computed by comparing the horizontal and verti-
cal profile information of the images. Also the algorithms 
described in this paper is evaluated using two different 
data sets containing 100 chest radiograph images from 
the patients with normal as well as abnormal lung and 
various pulmonary diseases.

Our future work of this paper is to utilize the contour 
wavelet transform compared with the Curvelet transform 

Table 6.  Shearlet transform based classification

Dataset Total Number 
of Images

Obtained 
Correctly

Obtained 
Incorrectly

JSRT 100 95 5
Montgomery. 100 96 4

Table 7.  Complex wavelet transform based 
classification

Dataset Total Number  
of Images

Obtained 
Correctly

Obtained 
Incorrectly

JSRT 100 93 7
Montgomery 100 95 5

 

 

 Figure 6.  Number of images correctly classified by CWT and ST.
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based lung nodule segmentation and the effective features 
are compared to identify the availability of Lung-Nodule 
in a X-Ray chest radiogram image. 
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