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#### Abstract

The barycentric form of rational interpolants has some advantages among other representations [5]. Some authors have suggested many different kinds of weights ensuring that the rational interpolant written in barycentric form has no real poles. Here we give a necessary and sufficient condition for a rational interpolant written in barycentric form to have no poles when the nodes are located symmetrically relative to zero point. For some particular cases, some sets of suitable weights are also given.
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## 1. Introduction

Let $f$ be a function defined on some closed interval $I$ of the real line, $x_{0}, x_{1}, \ldots, x_{n}$ be some $n+1$ distinct points in $I$, and $f_{j}=f\left(x_{j}\right), \quad j=0,1, \ldots, n$. Let $p_{n}(x)$ be the Lagrange representation of the unique polynomial of degree $n$, which interpolates $f$ on the points $x_{j}$ with $p_{n}\left(x_{j}\right)=f_{j}[16]$. Then

$$
\begin{equation*}
p_{n}(x)=\sum_{j=0}^{n} l_{j}(x) f_{j}, \tag{1}
\end{equation*}
$$

where,

$$
l_{j}(x)=\frac{\prod_{k=0, k \neq j}^{n}\left(x-x_{k}\right)}{\prod_{k=0, k \neq j}^{n}\left(x_{j}-x_{k}\right)}
$$

for $j=0,1, \ldots, n$ are the Lagrange polynomials. The barycentric formula for $p_{n}(x)$ has the following expression

$$
\begin{equation*}
p_{n}(x)=\frac{\sum_{j=0}^{n} \frac{\omega_{j}}{x-x_{j}} f_{j}}{\sum_{j=0}^{n} \frac{\omega_{j}}{x-x_{j}}}, \tag{2}
\end{equation*}
$$

where, $\omega_{j}$ is defined by [9]

$$
\begin{equation*}
\omega_{j}=\frac{1}{\prod_{k=0, k \neq j}^{n}\left(x_{j}-x_{k}\right)}=\frac{1}{l^{\prime}\left(x_{j}\right)}, \quad j=0,1, \ldots, n \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
l(x)=\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{n}\right) \tag{4}
\end{equation*}
$$

As one should usually know, the polynomial interpolation suffers from two main drawbacks. The first one is that the polynomial interpolation may diverge for a particular set of nodes even for well-behaved functions [11]. The other problem is that even when we can choose nodes with a suitable distribution in the interval, the resulting polynomial interpolation may not be the expected answer or its convergence may happen to be too slowly for practical purposes [8]. Hence, as some common alternatives, one could use piecewise functions like splines [10] or rational interpolation, particularly with analytic functions [1, 22] Barycentric interpolation, first introduced in [21] through some simple changes in Lagrange representation of interpolation, has been gradually shown to be an appropriate representation of $p_{n}$. This representation
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has been used by many authors like Henrici [16], Gautschi [14] and Werner [23] without mentioning the name explicitly. Among other related references, the paper by Berrut and Trefethen [9] discusses appropriately the barycentric representation of polynomial interpolation. The paper also gives a brief exposition of using the barycentric formulation for rational interpolation, trigonometric interpolation, spectral methods for differential equations, etc. We also refer the reader to see $[2,4,6,7$, $13,15,18]$ for further applications of the barycentric representation. Schneider and Werner were the first to notice the advantages of the barycentric representation in rational interpolation [20]. As briefly mentioned in section, the classical rational interpolation has some disadvantages, but they can often be resolved with the barycentric formula; the latter has several advantages investigated in papers such as [5] and [8] from which we repeat some parts.

The organization of paper is as follows. In section 2, a brief summary of classical rational interpolation and also some results concerning barycentric form of rational interpolation are given. Section 3, is devoted to our new idea and some theorems concerning barycentric weights. The new weights and some practical considerations are also discussed. In section 4, some numerical experiments are considered.

## 2. A Brief Summary of Barycentric Rational Interpolation

The problem in classical rational interpolation is to find $r(x)=\frac{P(x)}{Q(x)}$, where $P \in P_{M}$ and $Q \in P_{N}$ such that

$$
\begin{equation*}
r\left(x_{j}\right)=\frac{P\left(x_{j}\right)}{Q\left(x_{j}\right)}=f_{j}, \quad j=0,1, \ldots, n, \tag{5}
\end{equation*}
$$

where $P_{M}$ is the set of all polynomials with degree at most $M$. This problem has $M+N+2$ coefficients from $P$ and Q , one of which can be set to 1 appropriately. Therefore, one can consider $n=M+N$ in (5). This condition characterizes the classical rational interpolation problem [19]. The worst point is that there is no control over the occurrence of poles in the interval of interpolation [3]. In addition, the problem does not necessarily have a solution $[7,19]$, but it usually does, and in this case the solution is unique [19] and by Lemma 2.1, it can be written in barycentric form for some real values $u_{j}[5]$.

Lemma 2.1: Let $\left\{\left(x_{j}, f_{j}\right)\right\}, j=0,1, \ldots, n$ be $(n+1)$ pairs of real numbers with $x_{j} \neq x_{k}, j \neq k$, and let $\left\{u_{j}\right\}$ be $n+1$ real numbers. Then
a) if $u_{k} \neq 0$, the rational function

$$
\begin{equation*}
r(x)=\frac{\sum_{j=0}^{n} \frac{u_{j}}{x-x_{j}} f_{j}}{\sum_{j=0}^{n} \frac{u_{j}}{x-x_{j}}} \in \mathrm{R}_{n, n}, \tag{6}
\end{equation*}
$$

interpolates $f_{k}$ at $x_{k}$.
b) conversely, every rational interpolantr $\in R_{n, n}$ of the given values $f_{j}$ may be written as in (6) for some $u_{j}^{\prime}$ s.

Proof: Notice that $R_{n, m}$ denotes the set of all rationals with numerator in $P_{n}$ and denominator in $P_{m}$. Considering $u_{j}=\omega_{j}$ in (6), rational interpolant $r(x)$ becomes the Lagrange interpolant $P_{n}$ in (2). And, one can generally see that $u_{j}=\omega_{j} Q\left(x_{j}\right)$, for rational function $\frac{P(x)}{Q(x)}$. We also have the following theorem on the occurrence of poles in the barycentric formula.
Theorem 2.1: Suppose the interpolation points have been ordered as $x_{0}<x_{1}<\ldots<x_{n}$ and the common factors in $r$ have been simplified to give the reduced function $\tilde{r}$ so that (6) corresponds to an interpolant with minimal denominator degree, and suppose $u_{j} \neq 0$ for all $j$. Then, if $\tilde{r}$ has no poles in $\left[x_{0}, x_{n}\right]$, then $\operatorname{sgn}\left(u_{j}\right)=-\operatorname{sgn}\left(u_{j+1}\right)$ for $j=0,1, \ldots, n-1$.
Proof: For the sake of simplicity, in the rest of this paper we assume that the function $r$ mentioned in (6) is actually the reduced function $\tilde{r}$ mentioned in the Theorem 2.1. It is also worth pointing out that this theorem provides a necessary condition for $r$ to have no poles. Berrut in [3] suggests and proves that with weights

$$
u_{j}=(-1)^{j}, \quad j=0,1, \ldots, n
$$

[6] is a rational function, with no pole in R. A generalization has been suggested by Floater and Hormann [12]. They construct an interpolant by blending polynomials in the following way. For $d(0 \leq d \leq n)$ fixed, and for each $i=0,1, \ldots, n-d$, let $q_{i}(x)$ denote the unique polynomial of degree at most $d$ that interpolates $f$ at the $d+1$ points $x_{i}, \ldots, x_{i+d}$. They consider

$$
\begin{equation*}
r(x)=\frac{\sum_{j=0}^{n-d} \lambda_{i}(x) q_{i}(x)}{\sum_{j=0}^{n-d} \lambda_{i}(x)} \tag{7}
\end{equation*}
$$

where,

$$
\lambda_{i}(x)=\frac{(-1)^{i}}{\left(x-x_{i}\right) \ldots\left(x-x_{i+d}\right)}
$$

This construction gives a family of rational interpolants, for $d=0,1, \ldots, n$ and it turns out that they have no real poles, and for $d \geq 1$ the interpolant has approximation $\operatorname{order} O\left(h^{d+1}\right)$ as $h \rightarrow 0$, where $h=\max _{0 \leq i \leq n-1}\left(x_{i+1}-x_{i}\right)$ with $f(x) \in \mathrm{C}^{d+2}[a, b]$. The interpolant $r(x)$ in (7) is not appropriate for computation, but, according to Lemma 2.1, it can be expressed in barycentric form (6). The weights for the barycentric form $r(x)$ of (7) are given explicitly as

$$
\begin{equation*}
u_{j}=\sum_{i \in J_{j}}(-1)^{i} \prod_{\substack{k=i \\ k \neq j}}^{i+d} \frac{1}{x_{j}-x_{k}} \tag{8}
\end{equation*}
$$

where,

$$
I=\{0,1, \ldots, n\}, \quad J_{j}=\{i \in I ; j-d \leq i \leq j\}
$$

It is shown in [12] that $r(x)$ in (7) has no poles in R , that the weights as defined by (8) alternate in sign.

## 3. Some Theorems about Barycentric Weights and the New Weights

It is observed from Theorem 2.1 that if for some $j, 0 \leq j \leq n-1, u_{j}$ and $u_{j+1}$ have the same sign, then $r(x)$ has at least one pole in the interval $\left(x_{j}, x_{j+1}\right)$. Therefore, if $r$ is reduced, alternating negative and positive signs of all $u_{j}^{\prime} s$ is a necessary condition for the denominator $r(x)$ to have no root. But this is not a sufficient condition to ensure that there will not be any poles for $r(x)$ [6]. However, in most related articles, after introducing some appropriate weights, they had to go into somehow complicated mathematics to prove that the denominator of $r(x)$, the corresponding barycentric interpolation (6) related to their introduced weights, has no root [3, 12]. Like most articles in this field, the Chebyshev and Legendre or equally spaced nodes, we also suppose that the nodes belong to a symmetrical interval $[-a, a], a \in \mathrm{R}$,

$$
-a \leq x_{0}<\ldots<x_{n} \leq a
$$

in a way that the nodes are located symmetrically relative to zero point, e.g. $x_{j}=-x_{n-j}$ for $j=0,1, \ldots, n$. We then rewrite the nodes as follows
$\left\{\begin{array}{ll}x_{-\frac{N}{2}}, \ldots, x_{-1}, x_{0}=0, x_{1}, \ldots, x_{\frac{N}{2}}, & N=n, n \text { even }, \\ x_{-\frac{N}{2}}, \ldots, x_{-1}, x_{1}, \ldots, x_{\frac{N}{2}}, & N=n+1, n \text { odd. }\end{array}\right\}$
With this assumption, $x_{j}=-x_{n-j}, j=0, \ldots, \frac{N}{2}$, and $N$ is always even. If $n$ is even, $x_{0}=0$, otherwise the nodes will not contain $x_{0}$. According to the above assumptions and as multiplication of the weights by a nonzero real number does not change the interpolation formula in barycentric form, we then, for standardization purpose assume that

$$
\begin{equation*}
\operatorname{sgn}\left(u_{j}\right)=(-1)^{j}, \quad j=0,1, \ldots, \frac{N}{2} \tag{10}
\end{equation*}
$$

and for $j=-1,-2, \ldots,-\frac{N}{2}$, we define

$$
u_{j}= \begin{cases}u_{-j}, & n \text { even }  \tag{11}\\ -u_{-j}, & n \text { odd }\end{cases}
$$

Obviously, (10) and (11) ensure that the considered weights $u_{j}^{\prime} s$ alternate in sign. Conditions, (9), (10) and (11) do not impose any limitation further than considered by other authors, except in a case when the $u_{p}$, which depends on $f$, are non-symmetric when $f$ itself is nonsymmetric. Hence, the following theorem which deals with a sufficient condition for weights is also applicable in their cases.
Theorem 3.1: Let the nodes be as (9) and $u_{j}^{\prime}$ s satisfy (10) and (11). Then the denominator $r(x)$ of given by (6) and the polynomial $Z(x)$ given below are nonzero constant multiples of each other,

$$
Z(x)=\left\{\begin{array}{ll}
\frac{1}{2} u_{0} S_{0}(x)+\sum_{j=1}^{\frac{N}{2}} u_{j} S_{j}(x), & N=n,  \tag{12}\\
n \text { even, } \\
\frac{N}{2} u_{j=1} \bar{S}_{j}(x), & N=n+1, n \text { odd. }
\end{array}\right\}
$$

where,

$$
\begin{array}{ll}
S_{j}(x)=\prod_{k=0, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right), & j=0, \ldots, \frac{N}{2} \\
\bar{S}_{j}(x)=\prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right), & j=1, \ldots, \frac{N}{2} \tag{13}
\end{array}
$$

Proof: We begin by rewriting $r(x)$ as follows

$$
\begin{equation*}
r(x)=\frac{\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left[\frac{u_{j}}{x-x_{j}} f_{j}\right]}{\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left[\frac{u_{j}}{x-x_{j}}\right]}=\frac{\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left[u_{j} f_{j} \prod_{k=-\frac{N}{2}, k \neq j}^{\frac{N}{2}}\left(x-x_{k}\right)\right]}{\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left[u_{j} \prod_{k=-\frac{N}{2}, k \neq j}^{\frac{N}{2}}\left(x-x_{k}\right)\right]} \tag{14}
\end{equation*}
$$

where, for $n$ odd the zero index will not belong to indices of $\Pi$ and $\Sigma$ in (14). To continue the proof we now consider two cases.

1. $n$ even and $N=n$ : in this case for each $j=1,2, \ldots, \frac{N}{2}$ we have,

$$
\begin{gathered}
u_{j} \prod_{k=-\frac{N}{2}, k \neq j}^{\frac{N}{2}}\left(x-x_{k}\right)+u_{-j} \prod_{k=-\frac{N}{2}, k \neq-j}^{\frac{N}{2}}\left(x-x_{k}\right) \\
=u_{j}\left(x+x_{j}\right) x \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)+u_{j}\left(x-x_{j}\right) x \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right) \\
=2 u_{j} x^{2} \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)=2 u_{j} \prod_{k=0, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)=2 u_{j} S_{j}(x)
\end{gathered}
$$

and for $j=0$ we have,

$$
u_{0} \prod_{k=-\frac{N}{2}, k \neq 0}^{\frac{N}{2}}\left(x-x_{k}\right)=u_{0} \prod_{k=1}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)=u_{0} S_{0}(x)
$$

Replacing the above relations in the denominator of the rational function $r(x)$ yields

$$
\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left(u_{j} \quad \prod_{k=-\frac{N}{2}, k \neq j}^{\frac{N}{2}}\left(x-x_{k}\right)\right)=u_{0} S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}} u_{j} S_{j}(x)=2 Z(x)
$$

which confirms that in this case the denominator of $r(x)$ is a constant multiple of $Z(x)$.
2. $n$ odd and $N=n+1$ in this case for each $j=1,2, \ldots, \frac{N}{2}$ we have,

$$
\begin{aligned}
& u_{j} \prod_{k=-\frac{N}{2}, k \neq 0, j}^{\frac{N}{2}}\left(x-x_{k}\right)+u_{-j} \prod_{k=-\frac{N}{2}, k \neq 0,-j}^{\frac{N}{2}}\left(x-x_{k}\right) \\
= & u_{j}\left(x+x_{j}\right) \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)-u_{j}\left(x-x_{j}\right) \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right) \\
= & 2 x_{j} u_{j} \prod_{k=1, k \neq j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)=2 x_{j} u_{j} \bar{S}_{j}(x) .
\end{aligned}
$$

Therefore, after replacing the above relations into the denominator of $r(x)$ we again obtain

$$
\sum_{j=-\frac{N}{2}}^{\frac{N}{2}}\left(u_{j} \prod_{k=-\frac{N}{2}, k \neq j}^{\frac{N}{2}}\left(x-x_{k}\right)\right)=2 \sum_{j=1}^{\frac{N}{2}} x_{j} u_{j} \bar{S}_{j}(x)=2 Z(x)
$$

Hence, the proof is complete.
Corollary 3.1: For the nodes as in (9) and $u j^{\prime} s$ satisfying (10) and (11), $r(x)$ given by (6) has no real poles if and only if the polynomial $Z(x)$ has no real roots. In addition, when $Z(x)$ has no real roots in the domain, its sign at each point in the domain will be $(-1)^{\frac{N}{2}}$.

Proof: According to Theorem 3.1, it is obvious that $r(x)$ has no real poles if and only if $Z(x)$ is nonzero everywhere. For the rest of proof we should prove that when
$r(x)$ has no poles, the sign of $Z(x)$ at each point is $(-1)^{\frac{N}{2}}$. To do this, it suffices to determine its sign only at a point in the domain. For $\varepsilon>0$ consider the point $x_{i_{\varepsilon}}=x_{i}+\varepsilon$ in $\left(x_{i}, x_{i+1}\right)$. For each $k, k \neq i$

$$
\begin{equation*}
S_{j}\left(x_{i_{e}}\right)=\prod_{k=0, k \neq j}^{\frac{N}{2}}\left(x_{i_{e}}^{2}-x_{k}^{2}\right)=\left(x_{i_{e}}^{2}-x_{k}^{2}\right) \prod_{k=0, k \neq j, i}^{\frac{N}{2}}\left(x_{i_{e}}^{2}-x_{k}^{2}\right) \tag{15}
\end{equation*}
$$

From (15) it is observed that as $\varepsilon \rightarrow 0$, then $S_{j}\left(x_{i_{\varepsilon}}\right) \rightarrow 0$, $j=0, \ldots, \frac{N}{2}, j \neq i$. Therefore, (12) confirms that when $\varepsilon$ is sufficiently close to zero, then for $n$ even, $Z\left(x_{i_{e}}\right)$ and $u_{i} S_{i}\left(x_{i_{\varepsilon}}\right)$ have the same sign, and a similar situation also holds for $n$ odd and $\bar{S}_{j}(x)$. Obviously, for $n$ even and $N=n$, and $i=0,1, \ldots, \frac{N}{2}-1$, for $x \in\left(x_{i}, x_{i+1}\right)$, it can easily be seen

$$
\begin{equation*}
\operatorname{sgn}\left(u_{j} S_{i}(x)\right)=(-1)^{i}(-1)^{\frac{N}{2}-i}=(-1)^{\frac{N}{2}} \tag{16}
\end{equation*}
$$

and for $n$ odd and $N=n+1$, and $i=0,1, \ldots, \frac{N}{2}-1$ for $x \in\left(x_{i}, x_{i+1}\right)$, we have

$$
\begin{equation*}
\operatorname{sgn}\left(x_{i} u_{j} \bar{S}_{i}(x)\right)=(-1)^{i}(-1)^{\frac{N}{2}-i}=(-1)^{\frac{N}{2}} . \tag{17}
\end{equation*}
$$

Hence, from (16) and (17), the sign of $Z(x)$ at each point in the domain should be $(-1)^{\frac{N}{2}}$.

It should be noticed that by Theorem 3.1 and Corollary 3.1 the $u_{j}$ can be chosen in a way that the resulting barycentric rational function $r(x)$ has no real poles. What we do in Theorem 3.2 is a case in point. Before that, Lemma 3.1 provides us with what we need for proof of the Theorem.

Lemma 3.1: For the polynomials $S_{j}(x)$ defined by (13), $j=0,1, \ldots, \frac{N}{2}$,
a) if $\gamma \in[0,2] \subseteq \mathrm{R}$, to be used as an exponent for $x$, then for $i=0,1, \ldots,\left(\frac{N}{2}-1\right)$ in intervals $\left(x_{i}, x_{i+1}\right)$ and $\left(x_{-(i+1),}, x_{-i}\right)$ we have

1. if $1 \leq j \leq i$ then

$$
\operatorname{sgn}\left(x_{j}^{\gamma} S_{j}(x)-x_{j-1}^{\nu} S_{j-1}(x)\right)=(-1)^{\frac{N}{2}-i}
$$

2. if $i+1 \leq j \leq \frac{N}{2}-1$ then

$$
\operatorname{sgn}\left(x_{j}^{y} S_{j}(x)-x_{j+1}^{\gamma} S_{j+1}(x)\right)=(-1)^{\frac{N}{2}-i-1} .
$$

b) For each $j, j=0,1, \ldots, \frac{N}{2}-1$,

$$
x_{j}^{2} S_{j}(x)-x_{j+1}^{2} S_{j+1}(x)=x^{2}\left[S_{j}(x)-S_{j+1}(x)\right]
$$

c) For each $j, j=0,1, \ldots, \frac{N}{2}$,

$$
\left.\left(1+x_{j}^{2}\right) S_{j}(x)-S_{0}(x)=(1+x)^{2}\right)\left[S_{j}(x)-S_{0}(x)\right]
$$

Proof: Our proof starts with this consideration that in intervals $\left(x_{i}, x_{i+1}\right)$ and $\left(x_{-(i+1)}, x_{-i}\right)$ we have

$$
\operatorname{sgn}\left(S_{j}(x)\right)= \begin{cases}(-1)^{\frac{N}{2}-i}, & 0 \leq j \leq i  \tag{18}\\ (-1)^{\frac{N}{2}-i-1}, & i+1 \leq j \leq \frac{N}{2}\end{cases}
$$

a) For $1 \leq j \leq i$ we find,

$$
\begin{equation*}
\operatorname{sgn}\left(\prod_{k=0, k \neq j, j-1}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)=\operatorname{sgn}\left(S_{j}(x)\right)=\operatorname{sgn}\left(S_{j-1}(x)\right)=(-1)^{\frac{N}{2}-i}\right. \tag{19}
\end{equation*}
$$

and also
$\operatorname{sgn}\left(x_{j}^{y} S_{j}(x)-x_{j-1}^{\nu} S_{j-1}(x)\right)=\operatorname{sgn}\left(\prod_{k=0, k \neq j, j-1}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\right.$
$\left.\left(x_{j}^{\gamma}\left(x^{2}-x_{j-1}^{2}\right)-x_{j-1}^{\gamma}\left(x^{2}-x_{j}^{2}\right)\right)\right)$.
For $i+1 \leq j \leq \frac{N}{2}-1$ we have,
$\operatorname{sgn}\left(\prod_{k=0, k \neq j, j+1}^{\frac{N}{2}}\left(x^{2}=x^{2}{ }_{k}\right)\right)=-\operatorname{sgn}\left(S_{j}(x)\right)=-\operatorname{sgn}\left(S_{j+1}(x)\right)=(-1)^{\frac{N}{2}-i}$.

To finish the proof of first part of case a), from (19) and (20), one needs to show that for each $j, 1 \leq j \leq i$, the term

$$
\begin{aligned}
& x_{j}^{\gamma}\left(x^{2}-x_{j-1}^{2}\right)-x_{j-1}^{\nu}\left(x^{2}-x_{j}^{2}\right)=x^{2}\left(x_{j}^{\gamma}-x_{j-1}^{\gamma}\right)+x_{j}^{\nu} x_{j-1}^{\nu} \\
& \left(x_{j}^{2-\gamma}-x_{j-1}^{2-\gamma}\right)
\end{aligned}
$$

is always positive, which is true from our assumptions $0 \leq \gamma \leq 2$ and $0 \leq x_{j-1} \leq x_{j}$. Thus, the proof is completed. Similar argument can be followed for the proof of second part of $a$ ). We now turn to the proof of parts $b$ ) and $c$ ) of Lemma 3.1.

$$
\text { b) } \begin{aligned}
& x_{j}^{2} S_{j}(x)-x_{j+1}^{2} S_{j+1}(x)=\prod_{k=0, k \neq j, j+1}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\left[x_{j}^{2}\left(x^{2}-x_{j+1}^{2}\right)\right. \\
& \left.-x_{j+1}^{2}\left(x^{2}-x_{j}^{2}\right)\right] \\
= & \prod_{k=0, k \neq j, j+1}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\left[x^{2}\left[\left(x^{2}-x_{j+1}^{2}\right)-\left(x^{2}-x_{j}^{2}\right)\right]\right] \\
= & x^{2}\left(S_{j}(x)-S_{j+1}(x)\right) .
\end{aligned}
$$

$$
\text { c) }\left(1+x_{j}^{2}\right) S_{j}(x)-S_{0}(x)=\prod_{k=0, k \neq 0, j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\left[\left(1+x_{j}^{2}\right) x^{2}\right.
$$

$$
\left.-\left(x^{2}-x_{j}^{2}\right)\right]
$$

$$
=\prod_{k=0, k \neq 0, j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\left[x_{j}^{2}\left(1+x^{2}\right)\right]
$$

$$
=\left(1+x^{2}\right) \prod_{k=0, k \neq 0, j}^{\frac{N}{2}}\left(x^{2}-x_{k}^{2}\right)\left[x^{2}-\left(x^{2}-x_{j}^{2}\right)\right]
$$

$$
=(1+x)^{2}\left[S_{j}(x)-S_{0}(x)\right]
$$

Theorem 3.2: Suppose that the nodes are given by (9) and $u j^{\prime}$ s satisfy (10) and (11) with absolute values

$$
\left|u_{j}\right|=\left\{\begin{array}{lc}
b_{0}+\sum_{l=1}^{m} b_{l} x_{j}^{\gamma_{j}}, & n \text { even }  \tag{22}\\
\sum_{l=1}^{m} b_{l}^{\prime} x_{j}^{\gamma_{j}^{\prime}}, & n \text { odd }
\end{array}\right.
$$

where $b_{l}$ and $b_{l}^{\prime}$ are nonnegative, $0 \leq \gamma_{l} \leq 2$ and $0 \leq \gamma_{l}^{\prime} \leq 1$ for each $l$. Moreover, suppose that $m \in N, b_{0}$ and $b_{l}^{\prime}$ are nonzero for at least one index $l$. Then with these weights, $r(x)$ has no real poles.
Proof: We prove for $n$ even and leave the proof for $n$ odd as it is similar. Suppose that $n$ is even, then by replacing $u j^{\prime}$ s in $Z(x)$, given by (12), after rearranging the terms of this summation in appropriate pairs like $(*)$ and $\left(*^{\prime}\right)$, we obtain

$$
\begin{aligned}
& Z(x)=\frac{1}{2} b_{0} S_{0}(x)+\sum_{k=1}^{\frac{N}{2}}(-1)^{k}\left(b_{0}+\sum_{(l=1)}^{m} b_{l} x_{k}^{\gamma_{l}}\right) S_{k}(x) \\
& =\left[\frac{1}{2} b_{0} S_{0}(x)-\cdots\right. \\
& \frac{+(-1)^{i-1}\left(\left(b_{0}+\sum_{l=1}^{m} b_{l} x_{i-1}^{\gamma_{l}}\right) S_{i-1}(x)\right)+(-1)^{i}\left(\left(b_{0}+\sum_{l=1}^{m} b_{l} x_{i}^{\gamma_{l}}\right) S_{i}(x)\right)}{(*)}
\end{aligned}
$$

$$
\frac{+(-1)^{i+1}\left(\left(b_{0}+\sum_{l=1}^{m}\left[b_{1} x_{i+1}^{\gamma_{i+1}}\right) S_{i+1}(x)\right)+(-1)^{i+2}\left(\left(b_{0}+\sum_{l=1}^{m}\left[b_{l} x_{i+2}^{\gamma_{i+2}}\right)\right] S_{i+2}(x)\right)\right.}{\left(*^{\prime}\right)}
$$

$$
\left.+\ldots+(-1)^{\left(\frac{N}{2}\right)}\left(\left(b_{0}+\sum_{l=1}^{m} b_{1} x_{\frac{N}{2}}^{\gamma_{l}}\right) S_{\frac{N}{2}}(x)\right)\right] .
$$

From first part of case a) of Lemma 3.1, for (*) in interval $\left(x_{i}, x_{i+1}\right)$ we get
$\operatorname{sgn}\left((-1)^{i}\left[b_{0}\left(S_{i}(x)-S_{(i-1)}(x)\right)+\sum_{l=1}^{m}\left[b_{l}\left(x_{i}^{\gamma_{l}} S_{i}(x)\right.\right.\right.\right.$
$\left.\left.-x_{i-1}^{\nu_{l}} S_{i-1}(x)\right]\right)$
$=(-1)^{i}(-1)^{\frac{N}{2}-i}=(-1)^{\frac{N}{2}}$.
The sign of other terms corresponding to pairs $\{i-3, i-2\}$, $\{i-5, i-4\}, \ldots$ is also the same as sign of (*). Moreover, from second part of case a) of Lemma 3.1, it is seen that the sign of $\left(*^{\prime}\right)$ is $(-1)^{\frac{N}{2}}$, and the same argument arises for other terms corresponding to the pairs $\{i+3, i+4\}$, $\{i+5, i+6\}, \ldots$.

It should be noted that the sign of a single term that may appear like the first or the last term in the sum is also $(-1)^{\frac{N}{2}}$. Finally, the sign of $Z(x)$ is $(-1)^{\frac{N}{2}}$. When $n$ is odd, with $0 \leq \gamma_{l}^{\prime} \leq 1$, the proof is similar as $n$ even.

One should note that the above introduced weights, discussed by Theorem 3.2, include some particular weights already used by other authors. For example, with $b_{0}=1$ and $b_{l}=0 \quad \forall l \geq 1$, or with $\gamma_{l}^{\prime}=0, b_{l}^{\prime}=1$ and $b_{1}^{\prime}=0 \quad \forall l \geq 2$, the weights $u_{j}=(-1)^{j}$ are emerged that had been used by berrut [3].

By choosing $\gamma_{1}=2$ and $b_{l}=0 \forall l \geq 2$ in theorem 3.2 we get to the following corollary.
Corollary 3.2: With the conditions of theorem 3.2 and when $n$ is even, $r(x)$ with

$$
\left|u_{j}\right|= \begin{cases}b+c x_{j}^{2}, & j=0,1, \ldots, \frac{N}{2}-1,  \tag{23}\\ \frac{1}{2}\left(b+c x_{j}^{2}\right), & j=\frac{N}{2},\end{cases}
$$

where $b, c>0$, has no real poles.
Theorem 3.3: Let $n>0$ be even and interpolation nodes satisfy (9) and $u^{\prime} s$ satisfy (10) and (11) with absolute values given by (23). Then with these weights, the barycentric rational interpolant $r(x)$ is exactly equal to $f(x)=\frac{a}{b+c x^{2}}$.

Proof: Replacing (23) in (6), considering (14) and $f$ which is an even function, then $r(x)$ is obtained as follows

$$
\begin{equation*}
r(x)=\frac{a\left((-1)^{\frac{N}{2}} S_{\frac{N}{2}}(x)+S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j} S_{j}(x)\right)}{(-1)^{\frac{N}{2}}\left(b+c x_{\frac{N}{2}}^{2}\right) S_{\frac{N}{2}}(x)+b S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j}\left(b+c x^{2}{ }_{j}\right) S_{j}(x)} \tag{24}
\end{equation*}
$$

We investigate even and odd $\frac{N}{2}$ separately.

1. For $\frac{N}{2}$ odd, we use parts $b$ ) and $c$ ) of Lemma 3.1 to obtain

$$
\left\{\begin{array}{l}
\sum_{j=1}^{\frac{N}{2}-1}(-1)^{j}\left(b+c x_{j}^{2}\right) S_{j}(x)=\left(b+c x^{2}\right) \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j} S_{j}(x), \\
-\left(b+c x_{\frac{N}{2}}^{2}\right) S_{\frac{N}{2}}(x)+b S_{0}(x)=\left(b+c x^{2}\right)\left[-S_{\frac{N}{2}}(x)+S_{0}(x)\right] .
\end{array}\right.
$$

Then from replacing these two results into the denominator of (24) we get

$$
r(x)=\frac{a\left(-S_{\frac{N}{2}}(x)+S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j} S_{j}(x)\right)}{\left(b+c x^{2}\right)\left(-S_{\frac{N}{2}}(x)+S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j} S_{j}(x)\right)}=\frac{a}{b+c x^{2}} .
$$

2. For $\frac{N}{2}$ even, we consider the denominator of (24) as follows

$$
(-1)^{\frac{N}{2}}\left(b+c x_{\frac{N}{2}}^{2} S_{\frac{N}{2}}(x)+b S_{0}(x)+2 \sum_{j=1}^{\frac{N}{2}-1}(-1)^{j}\left(b+c x_{j}^{2}\right) S_{j}(x) .\right.
$$

Like in 1 , considering parts $b$ ) and $c$ ) of Lemma 3.1, and through replacing (24) the desired results is obtained.

### 3.1 Practical Considerations via an Optimization Problem

As seen in Lemma 2.1 one can transform every rational interpolant $\frac{P(x)}{Q(x)}$, to barycentric form (6). In fact, considering $\omega_{j}$ in (3), $u_{j}=\alpha \omega_{j} Q\left(x_{j}\right)$ are the desired weights, where $\alpha \neq 0$ It is now reasonable to ask whether there is just this form of weights, by which $r(x)$ equals to $\frac{P(x)}{Q(x)}$. It can be easily seen that there could be some other weights as well. For example, let us consider the following example with $\mathrm{n}=4$ for Runge function $\frac{1}{1+x^{2}}: x_{-2}=-2$, $x_{-1}=-1, x_{0}=0, x_{1}=1, x_{2}=2$ and $u_{-2}=\frac{5}{6}, u_{-1}=-\frac{4}{3}, u_{0}=1$, $u_{1}=-\frac{4}{3}, u_{2}=\frac{5}{6}$ and $u_{-2}^{\prime}=\frac{5}{2}, u_{-1}^{\prime}=-2, u_{0}^{\prime}=1, u_{1}^{\prime}=-2, u_{2}^{\prime}=\frac{5}{2}$;
where $u_{j}=4 \omega_{j} Q\left(x_{j}\right)=4 \omega_{j}\left(1+x_{j}^{2}\right)$ and $u_{j}^{\prime}$ are obtained from (23). Replacing both sets of weights, $u_{j}$ and $u_{j}^{\prime}$ in $r(x)$ the resulting interpolant is $\frac{1}{1+x^{2}}$. Therefore, to find simple sets of weights explicitly, for which $r(x)$ in (6) is too close to a rational or non-rational function $f$, and also guaranteeing polefree rational interpolants, we consider the following optimization problem:

$$
\left\{\begin{array}{c}
\min _{u_{j}} \max _{a \leq x \leq b}|f(x)-r(x)|  \tag{25}\\
u_{j} \text { in (22), }
\end{array}\right.
$$

where,

$$
f(x)-r(x)=\frac{\sum_{j=0}^{n}\left(u_{j}\left(f(x)-f\left(x_{j}\right)\right) \prod_{i=0, i \neq j}^{n}\left(x-x_{i}\right)\right)}{\sum_{j=0}^{n}\left(u_{j} \prod_{i=0, i \neq j}^{n}\left(x-x_{i}\right)\right)}
$$

It should be noted that solving the above optimization problem is too expensive, so we will not use that in our numerical experiments. But, our goal of solving this formula is observing the obtained $u_{j}$ for families of functions, especially rational functions, and making a connection between weights and functions. Then, we are able to explicitly give some simple weights. What we did in Theorem 3.3 for functions $\frac{a}{b+c x^{2}}$ is a case in point.

## 4. Numerical Results

We have used the MATLAB code fminimax to solve the optimization problem (25). However, the problem (25) is too expensive for computation, and as said above, solving this problem could be just helpful to see a connection between weights and functions. Therefore, in numerical results, we use $u_{j}$ in (23) when $n$ is even, and $u_{j}=(-1)^{j}\left|x_{j}\right|$. when $n$ is odd, that the weights are obtained from (22). We also use the MATLAB code of Berrut and Trefethen [9] for barycentric part. We have tested our new interpolant, denoted by "new rational", for large classes of functions, some of which are reported here. Floater and Hormann in [12] showed the strength of their interpolant with weights in (8) compared to other interpolants. We denote their method by "flo-hor" in our tables. We compare our method with "flo-hor" interpolant (with weights in (8) and $d=3$ ) as a rational interpolant, and also with cubic spline (perfect form) which is a strong piecewise interpolant, as a non-rational interpolant [10]. We take equally spaced nodes $x_{j}=-5+10 \frac{i}{n}$, for various choices
of $n$ and evaluate the interpolant at 1000 equally spaced points on $[-5,5]$. In the tables "Err" denotes the mean error [17] computed by

$$
E r r=\max _{a \leq x \leq b}|f(x)-r(x)|
$$

where, $r(x)$ is an approximation of function $f(x)$ on $[a, b]$.

### 4.1 Test Problems

Example 1. The same way we obtained the weights explicitly from which $r(x)$ becomes exactly the same as $f(x)=\frac{a}{b+c x^{2}}$ for $n$ even, one may obtain the exact weights for functions $(x)=\frac{a}{b+c x^{2 k}}$, when $k>1$. We applied the "new rational" to some of those functions to observe the results. Table 1 shows the errors in the $f(x)=\frac{1}{1+x^{4}}$ func-
tion, of the three methods.

Example 2. We also tested the methods for some other functions. The results are seen in Tables 2 and 3.

Table 1. Error in different interpolants for function $f(x)=\frac{1}{1+x^{4}}$

| n | new rational | flo-hor $(\mathrm{d}=3)$ | cubic spline |
| :--- | :---: | :---: | :---: |
| 10 | $1.1 \times 10^{-1}$ | $1.2 \times 10^{-1}$ | $1.0 \times 10^{-1}$ |
| 15 | $1.6 \times 10^{-2}$ | $7.0 \times 10^{-2}$ | $6.6 \times 10^{-2}$ |
| 20 | $9.8 \times 10^{-3}$ | $1.0 \times 10^{-2}$ | $1.3 \times 10^{-2}$ |
| 25 | $6.7 \times 10^{-4}$ | $5.8 \times 10^{-3}$ | $4.2 \times 10^{-3}$ |
| 50 | $7.2 \times 10^{-5}$ | $1.4 \times 10^{-5}$ | $3.7 \times 10^{-4}$ |
| 80 | $1.2 \times 10^{-6}$ | $3.2 \times 10^{-6}$ | $1.4 \times 10^{-5}$ |
| 160 | $1.5 \times 10^{-9}$ | $3.1 \times 10^{-9}$ | $2.7 \times 10^{-6}$ |
| 320 | $1.4 \times 10^{-10}$ | $1.9 \times 10^{-10}$ | $1.6 \times 10^{-7}$ |
| 640 | $1.0 \times 10^{-11}$ | $1.3 \times 10^{-11}$ | $1.1 \times 10^{-8}$ |

Table 2. Error in different interpolants for function $f(x)=\frac{1}{3+\cos x}$

| n | new rational | flo-hor(d=3) | cubic spline |
| :--- | :---: | :---: | :---: |
| 10 | $2.2 \times 10^{-3}$ | $1.4 \times 10^{-2}$ | $3.2 \times 10^{-3}$ |
| 15 | $1.9 \times 10^{-3}$ | $1.2 \times 10^{-3}$ | $9.0 \times 10^{-4}$ |
| 20 | $3.6 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $2.6 \times 10^{-4}$ |
| 25 | $1.2 \times 10^{-4}$ | $1.1 \times 10^{-4}$ | $9.6 \times 10^{-5}$ |
| 50 | $3.1 \times 10^{-6}$ | $4.4 \times 10^{-6}$ | $4.6 \times 10^{-6}$ |
| 80 | $7.2 \times 10^{-8}$ | $1.4 \times 10^{-7}$ | $3.1 \times 10^{-6}$ |
| 160 | $1.5 \times 10^{-10}$ | $3.1 \times 10^{-9}$ | $2.7 \times 10^{-6}$ |
| 320 | $1.4 \times 10^{-11}$ | $1.8 \times 10^{-10}$ | $1.7 \times 10^{-7}$ |
| 640 | $3.5 \times 10^{-12}$ | $1.1 \times 10^{-11}$ | $1.0 \times 10^{-8}$ |

Table 3. Error in different interpolants for function $f(x)=\frac{x^{3}}{x^{6}+4 x^{4}+5 x^{2}+2}$

| n | new rational | flo-hor $(\mathrm{d}=3)$ | cubic spline |
| :--- | :---: | :---: | :---: |
| 10 | $3.5 \times 10^{-2}$ | $2.6 \times 10^{-2}$ | $2.3 \times 10^{-2}$ |
| 15 | $2.2 \times 10^{-2}$ | $1.0 \times 10^{-2}$ | $7.5 \times 10^{-3}$ |
| 20 | $3.5 \times 10^{-3}$ | $6.0 \times 10^{-3}$ | $8.5 \times 10^{-3}$ |
| 25 | $3.1 \times 10^{-3}$ | $1.2 \times 10^{-3}$ | $9.6 \times 10^{-4}$ |
| 50 | $7.9 \times 10^{-6}$ | $1.8 \times 10^{-6}$ | $1.0 \times 10^{-4}$ |
| 80 | $2.6 \times 10^{-8}$ | $4.7 \times 10^{-7}$ | $1.0 \times 10^{-6}$ |
| 160 | $1.1 \times 10^{-10}$ | $6.5 \times 10^{-10}$ | $7.6 \times 10^{-7}$ |
| 320 | $2.0 \times 10^{-11}$ | $3.9 \times 10^{-11}$ | $4.6 \times 10^{-8}$ |
| 640 | $1.9 \times 10^{-12}$ | $2.4 \times 10^{-12}$ | $2.9 \times 10^{-9}$ |

## 5. Conclusions

In this paper we expressed a sufficient condition for the barycentric rational interpolation formula to have no poles when the nodes are located symmetrically relative to zero point. Then we introduced some new weights that satisfy that condition. One may concentrate on the obtained weights to find some sets of weights explicitly for different families of rational functions. We did it for special class of $\frac{a}{b+c x^{2}}$, and an explicit set of weights for odd number of nodes was given. However, we think that for even number of nodes, it is also possible to obtain the barycentric weights of this class of functions explicitly, in much the same way as odd number of nodes. Giving clues to find the simple weights by which a family of functions can be interpolated exactly is an interesting feature of this new formulation that could be considered for more investigation.
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