
Abstract
Because of its huge scale and restrictions on scope of communication, a Wireless Sensor Network (WSN) generally depends 
on multi-hop transmissions to transmit a data packet along a succession of storage nodes. It is of key significance to estimate 
the forwarding nature of multi-hop routes and such data might be used in developing dynamic and economical routing 
methodologies. Objective: To develop a scheme which eases the determination of Cluster Heads (CH) in a WSN, which 
inturn would enhances the quality of path management. Analysis: Existing measurements for the most part, concentrate 
on evaluating the connection link performance among the sensor nodes while ignoring the forwarding abilities inside them. 
Recent studies demonstrate that the nature of forwarding inside every wireless sensor node is equally essential component 
that adds to the path quality in data transmission. Methodology: We propose a methodology to reduce the overhead by 
developing an efficient scheme for selecting a Cluster Head (CH) in each cluster to represent all the other nodes in the 
cluster. This CH will be responsible for representing the entire Cluster viz., To determine the routing path ,To detect the 
malicious nodes (Attacker Node) in each cluster, etc., which eventually eases the task of determining the forwarding path, 
in other words, enhancing the forwarding path quality. Findings/Improvements: A stand-alone application had been 
developed for this proposed system in Eclispe IDE and the results we obtained has proved that the proposed methodology 
,when applied can achieve the required forwarding path quality management in WSN by evaluating both the connection 
link performance and also the forwarding abilities inside a sensor node.
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1.  Introduction
A Wireless Sensor Network (WSN) is regularly planned 
to compass in an expansive field for information collec-
tion. Data transmission is generally accomplished with 
multi-hop transmission technique along a succession of 
wireless sensor nodes. An efficient scheme need to be 
incorporated into the WSN because there are a number 
of constraints on resources like energy, bandwidth, stor-
age capacity of the node, computational speed, etc. While 
designing a routing protocol for a large scale WSN, these 
constraints are to be dealt with utmost priority as they 
themselves define the nature and performance of a WSN1. 
Numerous multi-hop routing path determining protocols 

have been proposed for WSN information collection and 
they for the most part adapt a unique path analysis mea-
surements to choose “good” paths for transmitting data 
packets.

There have been numerous assess measurements pro-
posed to measure the forwarding nature of a multi-hop 
routing path, such as Estimated Transmission Count 
(ETX)2, ETF3. Existing measurements principally con-
centrate on assessing the quality of packet delivery on 
path links among the sensor nodes. The limit of forward-
ing capacity along a path is evaluated by the total of the 
forwarding characteristics of the considerable number of 
connection links on the path. Those link based measure-
ments while mirror the link quantification of the path, in 
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any case, ignore the forwarding abilities inside the wireless 
sensor nodes, consequently bringing about a fragmented 
estimation of the path quality. Utilizing these fragmented 
path markers will prompt problematic routing choices 
and corrupted routing performance evaluation.

Similar sub optimal effect has been observed in many 
large scale WSNs4,5. Amid the field test there had been 
packet drops on a few sensor nodes. They are because 
of an assortment of reasons, for example, forwarding 
line flood under high traffic, programming bugs in the 
protocol execution, and so forth6,7. Those sensor nodes, 
on the other hand, still react with Acknowledgements 
(ACKs) at the radio equipment, on the receiver side. 
The matter of concern is that with current path pointers, 
the incompetence of packet forwarding inside the indi-
vidual sensor nodes can’t be shared among the system, 
yet there is not a metric to evaluate the packet forward-
ing quality at every sensor node. As an outcome, the 
path estimation not always genuinely quantizes the path 
quality and the data transmission capability is extremely 
degraded.

The packet drops on the malicious nodes present 
inherent lack of quality in data transmission8. Truly, 
indeed, even a solitary connection itself can barely 
accomplish full unwavering quality. ETX over a connec-
tion measures the required number of transmissions for 
effectively conveying a packet, however transmitting the 
packet at the required number of times does not ensure 
it will be effectively gotten at the collector end. In real 
world frameworks, most number of retransmissions are 
generally determined to a link to avoid sending a packet 
on a “faulty” link endlessly, that debilitates the limited 
resources of WSN. The packet ultimately will be dropped 
by the transmitter after a number of transmission retries10. 
The system is along these lines rendered to be problematic 
because of both sensor node’s lack of path quality and link 
faultiness. ETX of a path is evaluated as the summation of 
ETX qualities over all connection links constituting the 
path. Utilizing this computed ETX for path determina-
tion minimizes the transmission cost and accomplishes 
a high throughput10. On the other hand, ETX presumes 
that end-to-end transmission is dependable which, in any 
case, is not achieved in practice as we have observed from 
the above. 

For data transmission inside of the network of innate 
inconsistency, a metric that better measures the infor-
mation profitability is the measure of effective data 
transmission to the destination, i.e., information yield5. 

Information yield over the genuine number of data 
transmissions, measures both transmission cost and 
additionally accomplished throughput. Existing path ETX 
cannot measure such a parameter. Therefore, ETX cannot 
capture path reliability. Routing based on path ETX can 
never give ideal data transmission path in terms of data 
yield per transmission.

The contributions are as follows: To begin with, we 
uncover the restrictions of existing connection link based 
pointers like ETX in assessing the forwarding quality of 
the path and routing determination in view of ETX may 
prompt seriously corrupted data yield.

We propose to go for Path Quality Measurement 
through Cluster Head (CH) determination which in turn 
will look after the forwarding capabilities of both the 
Connection Link and also the Sensor Node11,12. 

Finally, we implement this proposed scheme and based 
on evaluation of the results using our proposed approach, 
Throughput is greatly increased while maintaining Low 
Latency.

The reaming part of this paper is classified as follows. 
In Section 2 we present our proposed methodology. In 
Section 3 we explain our system design. In section 4 we 
present the simulation work we’ve done. With section 5 we 
conclude our work. Acknowledgements and References 
are given in sections 6 and 7 respectively.

2.  Proposed Scheme
In this work, we explore the faultiness in both connection 
links and storage nodes. In our proposed system, each 
region have separate channel in a network. Thus the net-
work region have been moved into multiple nodes. When 
multiple nodes are moving on that present region, one 
node has to be determined as a Cluster Head (CH) in that 
region13. That region is denoted as Channel node, thus the 
Channel node was notified by CH. Cluster head generates 
a message to Certificate Authority (CA) regarding chan-
nel node. Channel node information can be handled by 
CA. We determine the CH, which appraises the chances 
for a packet to pass both a link and a node. After incorpo-
rating this modification through the CH, The connection 
link apart from considering the transmission cost at the 
transmitter side, additionally considers the data transmis-
sion proportion at the receiver end. The CA measures the 
quality of forwarding inside each node, and it assumes a 
vital part in separating the malicious nodes. Taking into 
account the forwarding quality of connection link/Storage 
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cluster, ranging from data communication, identifying 
the malicious nodes in the cluster, determining the rout-
ing path that should be taken in order to optimize the 
path quality, etc.

3.1.2  Cluster Head (CH) 
Cluster Head will be selected by the CA for every cluster 
and it is usually based on a predetermined metric like 
maximum bandwidth, maximum distance, etc. After CA 
determines the CH, the entire Cluster is the responsi-
bility of the CH. Required services of the network are 
facilitated by the CH by acting as a mediator for CA 
and the sensor nodes. It is this CH which detects the 
malicious nodes in the cluster and also determines the 
optimal routing path for data transmission to achieve the 
path quality.

3.1.3  Individual Nodes 
These are the individual nodes in the network. These 
nodes must be registered with the CA to access the par-
ticular network and then later they are clustered as per 
their qualities and behaviour in the network. It is one of 
these individual nodes in a cluster that is selected as a CH 
by the certificate authority.

3.2  Modules
In this sub-section we’ll look into the system modules. 
They are as follows:

3.2.1  User Interface Design
Figure 2 depicts the user interface design. To connect to 
server user must be registered with the CA. After regis-
tration he must log in to the server and can establish the 
network connection via server. This user account will be 
used for analysing the data rates in the network.

node, we calculate the Forwarding Quality over a path, 
which measures the path quality and it takes into account 
both transmission cost as well as, end-to-end data trans-
mission proportion. Consequently utilizing such a metric 
can incredibly enhance the throughput while having a 
low latency.

Our proposed scheme adapts path quality manage-
ment through CH determination and from then it is the 
responsibility of the CH to establish path quality. The 
selected CH deals with the forwarding capabilities of both 
the Connection Link and also the Sensor Node14. By this 
mechanism, we’re able to estimate both the transmission 
cost and the data delivery proportion along the forward-
ing path.

3.  System Design
In this section we’ll be dealing with system architecture its 
corresponding use cases and the system modules through 
which we implement our proposed scheme.

3.1  System Architecture
Figure 1 shows the architecture of our proposed scheme

The system architecture consists of the following enti-
ties:

3.1.1  Certificate Authority (CA)
This entity acts a central power house controlling the 
CHs in the network. It is this entity that facilitates issuing 
of public/private keys, certificates and maintaining the 
CHs, which in turn controls the individual wireless sen-
sor nodes. This CA determines the CHs from the group 
of clusters. It selects a CH from each and every cluster 
and from then on that CH will be looking after the entire 

3. System Design 

In this section we’ll be dealing with 
system architecture its corresponding use 
cases and the system modules through 
which we implement our proposed 
scheme. 

3.1   System Architecture 
Figure 1 shows the architecture of our 
proposed scheme 

 

Figure 1. System Architecture. 

The system architecture consists of the 
following entities: 

3.1.1 Certificate Authority (CA)  
This entity acts a central power house 
controlling the CHs in the network. It is 
this entity that facilitates issuing of 
public/private keys, certificates and 
maintaining the CHs, which in turn 
controls the individual wireless sensor 
nodes. This CA determines the CHs from 
the group of clusters. It selects a CH from 
each and every cluster and from then on 
that CH will be looking after the entire 
cluster, ranging from data communication, 
identifying the malicious nodes in the 
cluster, determining the routing path that 
should be taken in order to optimize the 
path quality, etc. 

3.1.2 Cluster Head (CH)  
Cluster Head will be selected by 

the CA for every cluster and it is usually 

based on a predetermined metric like 
maximum bandwidth, maximum distance, 
etc. After CA determines the CH, the 
entire Cluster is the responsibility of the 
CH. Required services of the network are 
facilitated by the CH by acting as a 
mediator for CA and the sensor nodes. It is 
this CH which detects the malicious nodes 
in the cluster and also determines the 
optimal routing path for data transmission 
to achieve the path quality. 

3.1.3 Individual Nodes  
These are the individual nodes in 

the network. These nodes must be 
registered with the CA to access the 
particular network and then later they are 
clustered as per their qualities and 
behaviour in the network. It is one of these 
individual nodes in a cluster that is 
selected as a CH by the certificate 
authority. 

 
3.2   Modules 
In this sub-section we’ll look into the 
system modules. They are as follows: 

3.2.1 User Interface Design 
 
Figure 2 depicts the user interface design. 
To connect to server user must be 
registered with the CA. After registration 
he must log in to the server and can 
establish the network connection via 
server. This user account will be used for 
analysing the data rates in the 
network.

 
Figure 2. User Interface Module. 

3.2.2 Cluster Head Selection 

Figure 1.  System Architecture. Figure 2.  User Interface Module.

3. System Design 

In this section we’ll be dealing with 
system architecture its corresponding use 
cases and the system modules through 
which we implement our proposed 
scheme. 

3.1   System Architecture 
Figure 1 shows the architecture of our 
proposed scheme 

 

Figure 1. System Architecture. 

The system architecture consists of the 
following entities: 

3.1.1 Certificate Authority (CA)  
This entity acts a central power house 
controlling the CHs in the network. It is 
this entity that facilitates issuing of 
public/private keys, certificates and 
maintaining the CHs, which in turn 
controls the individual wireless sensor 
nodes. This CA determines the CHs from 
the group of clusters. It selects a CH from 
each and every cluster and from then on 
that CH will be looking after the entire 
cluster, ranging from data communication, 
identifying the malicious nodes in the 
cluster, determining the routing path that 
should be taken in order to optimize the 
path quality, etc. 

3.1.2 Cluster Head (CH)  
Cluster Head will be selected by 

the CA for every cluster and it is usually 

based on a predetermined metric like 
maximum bandwidth, maximum distance, 
etc. After CA determines the CH, the 
entire Cluster is the responsibility of the 
CH. Required services of the network are 
facilitated by the CH by acting as a 
mediator for CA and the sensor nodes. It is 
this CH which detects the malicious nodes 
in the cluster and also determines the 
optimal routing path for data transmission 
to achieve the path quality. 

3.1.3 Individual Nodes  
These are the individual nodes in 

the network. These nodes must be 
registered with the CA to access the 
particular network and then later they are 
clustered as per their qualities and 
behaviour in the network. It is one of these 
individual nodes in a cluster that is 
selected as a CH by the certificate 
authority. 

 
3.2   Modules 
In this sub-section we’ll look into the 
system modules. They are as follows: 

3.2.1 User Interface Design 
 
Figure 2 depicts the user interface design. 
To connect to server user must be 
registered with the CA. After registration 
he must log in to the server and can 
establish the network connection via 
server. This user account will be used for 
analysing the data rates in the 
network.

 
Figure 2. User Interface Module. 

3.2.2 Cluster Head Selection 



Establishing Path Quality Management in Wireless Sensor Networks through Cluster Head Determination 

Indian Journal of Science and Technology4 Vol 9 (5) | February 2016 | www.indjst.org

CH is privileged to be the most trustworthy node in the 
entire cluster. Each node in the cluster is monitored by 
its trustee neighbours, called “Verifier Nodes (VN)”. A 
VN is a node that has smaller or equal threshold distance 
(Td) as that of the node, say node ‘n’. It is to be noted 
that each of the node knows each other’s Td when they 
are in the same cluster. Node ‘n’ (each node in the net-
work) can play two roles based on the data transmission 
through it: it can either be a repeater node (relays the data 
from the previous node to the next node) or a source node 
(generates data and transmit to its next node). In both 
the cases the VNs monitors the node and if there are any 
abnormalities, notify the CH, which requests the trust 
parameters from the verifier nodes and recalculates these 
values for the node ‘n’. The CH notifies the new values to 
the VNs. The VNs update the new values in their rout-
ing list. After updating nodes start cooperating with the 
node ‘n’, if the Td value of ‘n’ is lesser than or equal to 
the neighbours. If the Td value becomes greater than that 
of the neighbours, that node is faulty one and should be 
immideately reported to CA by the CH so that it wont 
transmit data via this faulty node to ensure quality path 
for forwarding.

3.2.4  Communication between CH and CA 
There exist a number of clusters in the network which 
work under the supervision of one CA. Each CH is noti-
fied of all the other CH’s in the network by CA. Optimal 
path quality can be established in the network through 
communication among the CHs and the CA. Here 
this communication can be of two types. They are as  
follows:

3.2.4.1  Intra Cluster Communication
When nodes within the same cluster try to communicate 
with one another, we call such a communication as intra 
cluster communication. Here the sender node sends the 
information to their cluster head, which in turn will for-
ward it to the CA. CA verifies the information whether it 
is valid or not and then resends it to the CH if it valid, and 
CH forwards it to the intended destination node in the 
cluster. If the data that it being transmitted is corrupted, 
then the node that transmitted will be considered as a 
faulty node. If the data transmission is a mere relaying one 
rather than the node generated one, it simply forwards to 
the next node, although module-3 is implemented here 
to check whether it is faulty or not to ensure the quality 

3.2.2  Cluster Head Selection
Figure 3 depicts the CH selection. As already stated ear-
lier, all clusters will be in an ad hoc network (WSN). The 
CH is selected by the CA through a predefined metric. 
Once the CH is selected it is solely responsible for the 
entire cluster. It monitors the entire cluster to detect mali-
cious nodes and to determine an optimal routing path 
ultimately striving for path quality.

3.2.3  Faulty Node Isolation
Figure 4 represents the module for isolating the faulty 
node in the clusters. After the CH selection is done by 
the CA, now it is the responsibility of the CH to iden-
tify and isolate the faulty node if any, in the network. 
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forwarding of the data. Figure 5 represents module for 
intra cluster communication.

3.2.4.2   Inter Cluster Communication 
When two nodes belonging to different clusters decided 
to communicate with each other such a communication is 
termed as inter cluster communication. It is represented 
in Figure 6.

Consider a situation where two nodes N1 and N2 of 
two different clusters C1 and C2 with cluster heads CH1 
and CH2 tries to communicate with one another. Then data 
transmission has to be done among N1, CH1 and N2, CH2. 
First N1 sends its message to CH1 which relays it to CA. CA 
verifies for any corrupted data and if it is free from corrupted 
data, then it relays it to CH2, which in turn relays to N2.

3.3  Use Case
Use case diagram for system is represented in Figure 7. It 
consists of three actors, sensor node, CH and CA. Each of 
these actors has specific tasks. They are: 3.3.1  Sensor Node

It is the individual sensor node in the network which is 
placed in its corresponding cluster. User should first reg-
ister in the network with his credentials. Then he log-ins 
to the server and access the services of the network. After 
CH determines the faulty nodes and a quality path for 
forwarding, User can transmit the data over the network 
and communicate with other users.

3.3.2  Cluster Head
 It takes the whole responsibility of the cluster it is assigned 
to. It verifies the cluster for any of the faulty nodes and if 
it founds any it reports to the CA. It verifies the data that 
is transmitted over the cluster among the individual clus-
ter nodes. It also facilitates intra cluster and inter cluster 
methodologies for data communication in the network. 
Considering all the parameters, it determines the quality 
path for data forwarding.

3.3.3  Certificate Authority
It is the central power house. It looks after the entire net-
work. It determines CHs for every cluster based on the 
predetermined parameters in the network. Each CH will 
serve the CA and their interaction will define the quality 
of the network. It has the data base of all the registered 
users and it decides the fate of data obtained from CHs. If 
it senses the data is corrupted it notifies the correspond-
ing CH to identify the respective node as faulty.

sends the information to their cluster head, 
which in turn will forward it to the CA. 
CA verifies the information whether it is 
valid or not and then resends it to the CH 
if it valid, and CH forwards it to the 
intended destination node in the cluster. If 
the data that it being transmitted is 
corrupted, then the node that transmitted 
will be considered as a faulty node. If the 
data transmission is a mere relaying one 
rather than the node generated one, it 
simply forwards to the next node, although 
module-3 is implemented here to check 
whether it is faulty or not to ensure the 
quality forwarding of the data. Figure 5 
represents module for intra cluster 
communication. 
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4.  Implementation
We implement Path Quality Management system in eclipse 
IDE through Java networking. We develop our system 
as a standalone application in the IDE. User Interface is 
designed in java applet and AWT techniques and database 
is designed in MySQL. The system server is the default 
RMI server (Remote Method Invocation). Using RMI we 
can establish client/server relationship over the remote 
machines. As we’ve developed our application as a stand-
alone application, and require both client (sensor nodes in 
the network) and server we are going for this RMI technique 
as this will preserve the object model of the system and also 
both the client and server can save transmission time by 
catching up the exceptions and mistakes quite quickly.

Figures 8.1 and 8.2 represents the system registration 
page with the data base. Only after successful registra-
tion any user (sensor node) can access the server and can 
communicate with other nodes.

Figures 9.1 and 9.2 represents the user login process. 
After entering the valid credentials, i.e., username and 
password, user can login to the system, connect to the 
server for data communication and data access.

After logging in to the system, user must first estab-
lish a server connection, this is depicted in the Figure 10, 
where there are multiple Remote Procedure Calls (RPC) 
that have established different connections with different 
clients. We can see the user node “sirisha” connection in 
the IDE console, which we used for logging in.
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lation, CA selects the CH by clicking the ‘Cluster Head’ 
button). As already mentioned above, the CH is selected 
as per the maximum bandwidth usage of the individual 
nodes. Figures 12.2(i) represents CA selecting the cluster 
head among the eight mobile nodes in the user interface: 
‘LuigiX’ that is having the maximum bandwidth selected 
as the CH. Figure 12.2(ii) represents the same in IDE con-
sole, the values of each and every node. There are quite 
a few CH selections and our test case is represented in 
block rectangular box, while another one is represented in 
normal rectangular box. We can see the bandwidth con-
sumption of each and every node in all the test cases. Until 
and unless the CA selects the cluster CH, the bandwidth 
values of the nodes will be popping out for every cycle 
they keep completing (Cycle here being movement from 
one end of the monitor screen to the other, horizontally).

We’re also providing other test cases for reference. 
Figure 13 represents the CH selections from the IDE 
console. We represent CH selections in the rectangular 
boxes.

This selected CH will be responsible for the path qual-
ity management in the cluster, where all the CHs along 
with CA, in turn will be responsible for the path quality in 
the entire network. As we can see the maximum thresh-
old value is always lie with the CH, if any of the nodes 
in the cluster possess greater value than that of the clus-
ter head, it will be immediately notified as a faulty node 
to the CA and none of the data will be transmitted to or 
via the faulty node. As CH is the most trust worthy node 
in the entire cluster, it will establish an optimal routing 
path among the other clusters for data transmission. So 
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we are considering both the transmission rate as well as 
the data yield of each and every node in the network, thus 
enabling the analysis of forwarding quality of each and 
every node in the network.

5.  Conclusion
Firstly, we’ve identified that depending solely on the 
existing link based metrics like ETX for path quality 
and routing determination may not be fruitful in every 
case. Next, we proposed a scheme where CH deter-
mination by the CA, will look after, in fact achieve the 
required path quality management by taking into account 
the capabilities of both the path link and the sensor 
node. Finally, we’ve evaluated this proposed scheme and 
proved that usage of this CH methodology will achieve 
the required forwarding path quality management  
in WSNs.
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