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1.  Introduction

In recent years, the recognition technology has been 
widely utilized in many sectors ranging from smart phone, 
smart car and smart home system. These recognition 
technologies are transforming various devices into more 
human-friendly and intelligent devices. Facial expression 
recognition is the core technology that enables emotional 
communication between humans and smart devices like 
computers, and many experiments have been actively 
carried out in various sectors including commercial 
system, entertainment, intelligent robot to name a few1–3.

The changes in human emotions can be detected from 
local image based features mostly around eyebrows, eyes, 
and mouth. Accordingly, it is generally accepted that local 
image based approaches show more stable and improved 
results than holistic image based approaches which make 
use of the entire facial features4–8. 

This research adopted the ensemble learning to classify 
the facial expressions. The ensemble structure seeks 

Divide-and-Conquer through the task decomposition. 
In the first stage, MLP (Multi-Layer Perceptron) is 
generated for ensemble structure on individual landmark 
offered by CK+ (Extended Cohn Kanade) DB6 then 
LBP (Local Binary Pattern)9 features of each landmark 
is utilized for MLP’s training. Also, in the second stage, 
another MLP is generated to learn new features set by the 
results of first stage’s MLP for the execution of the final 
facial expression recognition. In the CK+, the total of 68 
partial landmark information from face is offered based 
on the AAM (Active Appearance Model)10. This paper 
adopted both the 36 major landmarks and LBP features 
from the previous research7 for training and testing of the 
proposing structure.

2.  Previous Work

2.1 Selection of Major Landmark
In this work, 36 major landmarks selected from previous 
research7 are employed. Of the total number of 68 
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landmarks offered by the existing CK+ data, 51 landmarks 
are selected by isolating 17 less influential appearance 
feature-based landmarks on outline of the face. Among 
51 landmarks, the superior 36 landmarks with less 
dispersion rates are selected for every 7 expression classes. 
In the previous research, MLPs were created on 36 chosen 
landmarks, and then the LBP feature of each landmark 
was utilized to train MLP. The ensemble learning method, 
which carries out voting by applying weighting values on 
the result of 36 MLPs, was employed for the research. The 
selected major landmarks are illustrated in the following 
Figure 1.

Figure 1.    Major landmark selection. (a) Original 68 
landmarks. (b) Selected 36 major landmarks.

2.2 Ensemble Learning Method
Bagging and Boosting are the representative methods 
used in drawing results from the ensemble structure11–14. 
Bagging is the multiple voting method of weak classifiers 
used to select the most frequently voted class. Boosting 
is the voting method which applies weighting values 
on misclassified data, then weighting is carried out 
depending on the credibility of the weak classifier13,14.

Facial expression recognition method shows the 
issues of differences in landmarks which show diversified 
features depending on facial classes as it can be shown 
in the Figure 1. Since Bagging is unlikely to solve the 
weighting issues for each classifier, it is recognized as 
inappropriate. Sensitivity to the outlier is regarded as a 
disadvantage of boosting, and this approach is far from 
ideal when it comes to cases like applying weighting 
values both on inter-classifiers and inter-classes as it can 
be confirmed by the facial expression recognition issues. 

3.   Subset Pre-Training on Dual 
Stage MLP

3.1 System Overview
In this section, one solution is devised to overcome 
limitations of existing Bagging and Boosting methods 

Figure 2.    Structure of Dual Stage MLP and Subset Pre-Training. (a) First stage. (b) Second stage.
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in the facial expression recognition. It creates new Post-
MLP learning results patterns of Pre-MLPs for each 
landmark. In doing so, weighting issues spanning from 
inter-weak classifiers to inter-classes can be subjugated. 
In the step (a), subsets from entire training data are 
randomly selected to train Pre-MLPs for each landmark. 
New patterns are created by merging outcomes resulted 
from putting entire training data with trained Pre-MLPs 
for each landmark. In the following step (b), Post-MLP is 
trained with using patterns created in the previous step. 

3.2 Training of First Stage MLP
In the Figure 2, Pre-MLPs for each landmark of step (a) 
sets the uLBP (uniform Local Binary Pattern)9,15 features 
for each landmark as input values in which major 58 

patterns out of 59 are utilized to acquire 58 input neurons. 
From the experimental result, 30 hidden neurons are 
selected, and the number of output neuron is identical 
to the number of CK+ expression classes as 7. The totals 
of 36 Pre-MLPs for each landmark are generated as the 
numbers of designated landmarks are the same. 90% out 
of the entire dataset is randomly selected and set as the 
training data. Among training data, 5 data from each class 
or the total of 35 data are utilized to train Pre-MLPs for 
individual landmark. 

3.3 Training of Second Stage MLP
In the step (b) illustrated in the Figure 2, the entire 
training data is entered into the trained Pre-MLPs. Then, 
the Post-MLP is trained with derived patterns generated 

Figure 3.    Result pattern of Pre-MLP with and without Subset Pre-Training. (a) Class result of landmark 21. (b) Class 
result of landmark 68. (c) Class result of landmark 21. (d) Class result of landmark 68.
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from merging output results between Pre-MLPs. The 
input neuron of Post-MLP has the number of 252 input 
neurons and it can be easily computed by multiplying the 
number of output neurons of Pre-MLP to the number of 
Pre-MLPs. The number of output neuron is identical to 
the number of expression classes as 7. As Pre-MLPs were 
trained with only a few data in step (a), the outcome has 
certain dispersion rates to some degree. In the following 
step (b), the outcome with dispersion rates are re-trained 
through the supervised learning. In spite of the dispersed 
results in the first stage, step (b) featured speedy learning 
pace as it generates clustered results through Pre-MLPs in 
the first stage.

3.4 Subset Pre-Training
As the common MLP with dual stage form prints 
thoroughly aligned result in the first stage MLP, the MLP 
in the second stage is trained with aligned data. This gives 
rise to overfitting symptoms in which training error is low 
while the test error is high. 

Both (a) and (b) in the Figure 3 shows the output 
result of Pre-MLP on the landmark 21 and 68, which 
all are trained by the entire training data without going 
through the Subset Pre-Training. It can be confirmed 
that output results for every data are identical. Subset 
Pre-Training was applied to (c) and (d) of Figure 3, and 
it is the output result of Pre-MLP on landmark 21 and 
68 which went through the pre-training with 5 data 
from each facial expression from the entire training data. 
The landmark 21 shows high dispersion rates while the 
landmark 68 shows relatively regular results. As it can be 
shown above, the data exempted from pre-training can 
have either high dispersion rates or vice versa depending 
on each landmark. By putting those dispersed results into 
the supervised learning again in Post-MLP training, it 
can recognize the dispersed results generated from the 
actual testing environment as the class it belongs to. Such 
asymmetrical training method contributed to preventing 
the overfitting, and it led to the improved classification 
performances in the actual testing. Also, the amount of 
data needed for the training of Pre-MLPs in the first stage 
can be shortened by one over forty five, which in turn 
helps to reduce the training time of proposed structure.

4.  Experiment Result

4.1 CK+ Database Explanation
The CK+ data, dataset for facial expression recognition, 
was adopted to verify the validity of both the Dual Stage 
MLP structure and Subset Pre-Training method proposed 
in this paper. CK+ is a database widely used in the field 
of facial expression recognition and it is comprised of 7 
emotion classes expressing anger, contempt, disgust, fear, 
happiness, sadness, and surprise. A total of 327 sequences 
are providing emotion labels. Although the end frame of 
each sequence has the emotion label, the last 3 frames or 
the total of 981 data were collected to acquire more image 
samples and to guarantee the fair comparison of research 
conditions with previous studies. The composition of 
each class is as follows Table 1. 

Table 1.    The composition of each facial expression data 
for experiment
Anger Con Dis Fear Happy Sad Sup Total
135 54 177 75 207 84 249 981

CK+ data composition per class is unbalanced as it can 
be shown in the Table 1. Except for 10% of data from each 
expression for test, the classifier was trained by repeatedly 
selecting training data until the number of it reaches 225 
which is 90% equal to the number of the most prevalent 
data, surprise, for easiness of training16,17. Configuring the 
training set and test set are shown in the Table 2 below. 

Table 2.    The composition of training and test set by 
repeatedly selecting

Anger Con Dis Fear Happy Sad Sup Total
Original data 
set

135 54 177 75 207 84 249 981

Training set 122 49 160 68 187 76 225 887
Training set 
by repetition

225 225 225 225 225 225 225 1575

Test set 13 5 17 7 20 8 24 94

4.2  The Classification Result using Subset 
Pre-Training

Proposing Dual Stage MLP structure differentiated the 
number of training data each for Pre-MLP and Post-
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MLP, and then repeated test processing with test set for 
10 times. The average value of the experiment results was 
illustrated in the Table 3 below.

Table 3.    The recognition result of asymmetric training 
(Subset Pre-Training)

Average Recognition Result of Asymmetric Training (%)
Pre-
MLP 

5

Pre-
MLP 

40

Pre-
MLP 

80

Pre 
MLP 
120

Pre-
MLP 
160

Pre-
MLP 
200

Pre-
MLP 
225

Post-
MLP 5

62.91 71.26 79.16 83.42 87.42 92.13 92.27

Post-
MLP 40

78.15 72.41 79.88 81.59 88.16 91.07 93.32

Post-
MLP 80

86.23 84.72 80.33 82.10 88.22 92.33 94.71

Post-
MLP 120

91.60 90.45 87.32 83.67 88.09 92.65 94.82

Post-
MLP 160

93.16 93.20 91.07 88.28 87.85 91.99 93.92

Post-
MLP 200

97.47 96.04 95.99 94.45 95.43 92.23 94.53

Post-
MLP 225

97.96 96.33 96.18 95.76 95.92 94.80 94.86

As it can be shown from the experiment results, 
the outcome of the facial expression recognition was 
improved when less data is trained in Pre-MLP while 
more data is trained in Post-MLP. Thus, applying Subset 
Pre-Training on the Dual Stage MLP structure can 
improve performance by reduce the overfitting.

4.3  Computational Complexity of Subset 
Pre-Training

Subset Pre-Training can help to reduce the amount of 
time need to training Pre-MLP per landmark. In general, 
considering the both cases of training Pre-MLPs in 
the first stage with 225 data from each expression and 
the other case of training them with 5 data from each 
expression through Subset Pre-Training, the training 
time can be shortened by one over forty five.

The Post-MLP in the second stage shows fast learning 
pace as it is trained with already clustered results of 
the Pre-MLPs in the first stage, so it hardly affects the 
entire training time. The experiment was carried out 
through matlab with the 4core 3.2GHZ CPU computing 
environment. The entire training time under Subset Pre-
Training application, error convergence graph per epoch 
of Pre-MLP in the first stage, and error convergence graph 
per epoch in the second stage Post-MLP are illustrated in 
the following Table 4 and Figure 4. 

4.4 Performance and Comparison
Subset pre-training shows deviations in the results 
depending on the subset of training data which selected 
for first stage though it offers higher learning speed and 
more accurate classification results. Subset Pre-Training 
repeatedly selected for five times inside the training 
data to cope with the aforementioned issue. Pre-MLP 
for individual landmark in the first stage goes through 
learning with five data per expression for five times, while 
the Post-MLP in the second stage learns via merging 

Table 4.    Training time under Subset Pre-Training
Training Time of Proposed Method 

Number of  training dat 
per each class (ea)

Training time(sec)
Number of  training 

data per each class (ea)
Training time(sec) Entire training time(sec)

Pre-MLP 5 566.88 Post-MLP 5 23.19 590.07
Pre-MLP 40 4447.02 Post-MLP 40 23.26 4470.28
Pre-MLP 80 9052.25 Post-MLP 80 23.33 9075.58
Pre-MLP 120 13306.63 Post-MLP 120 22.84 13329.47
Pre-MLP 160 18010.73 Post-MLP 160 23.01 18033.74
Pre-MLP 200 22692.27 Post-MLP 200 23.41 22715.68
Pre-MLP 225 25249.15 Post-MLP 225 23.06 25272.21
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output results from the first stage. Both the training data 
and test data are randomly selected, and the average result 
from 30 times repeated facial expression classification 
testing, and the entire training time can be shown in the 
Table 5 below.

Table 5.    Confusion matrix of 7-class expression 
recognition using 5 time Subset Pre-Training on Dual 
Stage MLP and entire training time

Confusion Matrix of 7-class Expression Recognition (%)
Anger Con Dis Fear Happy Sad Sup

Anger 97.7 0.0 1.5 0.0 0.0 0.0 0.8
Con 0.0 100 0.0 0.0 0.0 0.0 0.0
Dis 0.6 0.0 99.4 0.0 0.0 0.0 0.0
Fear 0.0 1.4 0.0 98.6 0.0 0.0 0.0
Happy 0.0 0.0 0.0 0.5 99.5 0.0 0.0
Sad 0.0 0.0 0.0 0.0 0.0 100 0.0
Sup 0.0 0.0 0.0 0.4 0.0 0.0 99.6
Entire Training Time and Average of 7-class Facial Expres-
sion Recognition rate 
Entire training time 
(sec)

3149.35 Average of Facial Rec-
ognition Rate (%)

99.25

Also, the comparative analysis was made between 
classification results of the proposing method and the 
results from latest research papers7,8,18. Every result was 
derived from CK+ data, and the experiment results from 
using last 3 frames of each sequence were compared to 
guarantee the fair experiment conditions. The experiment 
result from those state-of-the-art researches was used as 
data for comparison for this research.

As it can be shown in the Table 6, this research was 
able to attain the highest classification rates from the facial 
expression recognition experiment. It was able to attain 
the higher rates 99.25% of facial expression recognition 
with less shortened training time 3250 sec by employing 
proposing method while the most current research of 
others based on BDBN (Boosted Deep Belief  Network)8 
took 8 days for training.

5.  Conclusions and Future Works

In this paper, Dual Stage MLP, a new classifier structure, 
and an effective learning method for the structure called 
Subset Pre-Training are presented. The CK+ DB based 

Table 6.    Performance comparison

Methods
LBP-

SVM[18]
LBP-weighted 

MLP[7]
BDBN[8]

Proposed Dual Stage MLP 
Without Subset Pre-Training

Proposed Dual Stage MLP 
With Subset Pre-Training

Performance (%) 95.1 95.6 96.7 94.86 99.25

Figure 4.    Error convergence graph. (a) Error per epoch of Pre-MLP. (b) Error per epoch of  Post-MLP
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on facial expression recognition experiment was utilized 
to guarantee the validity. The result of the research 
indicates that the proposing method shows 1) the highest 
classification rate of 99.25% which is higher than other 
recent research outcomes, and 2) 8 times faster learning 
pace compared with the existing method of learning 
entire training data. 

The proposing method can help to remove the possible 
weighting issues arise from local image based approaches 
of appearances by employing ensemble method. 
Accordingly, the research outcome can be possibly 
applied not only to previous approach based on landmark, 
but to block image based facial expression recognition 
method. For the future work, proposing method will be 
applied to diverse facial expression recognition databases 
such as Cohn Kanade Action Unit code, and JAFFE 
(Japanese Female Facial Expression)19 DB. Also, applying 
of diverse features on learning will be continued for the 
generalization of the proposing method.
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