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Abstract
Background/Objectives: Quantitative Structure–Activity Relationship (QSAR) / Quantitative Structure – Property 
Relationship (QSPR) model is based on changes in molecular structure that would reflect changes in observed biological 
activity or physico-chemical property. Methods/Statistical analysis: QSAR/QSPR involves chemistry, biology and statistics 
fields for analysis. It has been widely accepted model for predicting association between molecular structure and its activity. 
Over the years many algorithms have been proposed and applied in QSAR/QSPR studies. Framework of model involves 
molecular structure (graph) representation, calculation of molecular descriptors (graph invariants) and multiple linear 
regression method is applied for analysis. Model has been validated through statistical parameters (R and R2). Findings: 
Methods involved in model development were reviewed for QSAR/QSPR studies. Multiple Linear Regression is one of the 
best methods for developing QSAR/QSPR model. This work focuses on developing QSPR model for predicting boiling point 
of alkyl benzene molecules using Multiple Linear Regression method. Wiener index, Harary Index, Hyper Wiener Index, 
Hyper Harary Index, and Randic index are calculated for analysis. The model has been validated by calculating R and R2 
value. Various models were developed based on different combinations of descriptors to analysis which contribute best in 
predicting boiling point. Best fit model has been identified by developing model with different combinations of descriptors 
and rank them based on highest R and R2 value. Model with highest value has been taken for prediction of boiling point 
as best fit model as n (number of molecules) =14, R= 0.9934 and R2=0.9968. Applications/Improvements: Review on 
methods involved in prediction analysis has enlightened that model with reduced molecular descriptor subset and outlier 
detection method shows better performance by improving quality of the dataset Main application of QSAR/QSPR analysis 
is in drug discovery process. As it has reduced the time taken for lead identification and optimization in drug discovery 
process. 
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1.  Introduction

Quantitative Structure – Property / Quantitative 
Structure – Activity Relationships are mathematical 
model which relates the physico-chemical property 
/ biological activity of compounds to their chemical 
structures1,2. In other words, it provides a model to 
exploit or explore the relationship between chemical 
structure and physico-chemical / biological actions 
which results in development of Novel Chemical 
Entity (NCE) in biomolecular discovery3. International 
Union of Pure and Applied Chemistry define QSAR as 
“Quantitative Structure– Activity Relationships (QSAR) 

is mathematical relationships linking chemical structure 
and pharmacological activity in a quantitative manner 
for a series of compounds. Methods which can be used in 
QSAR include various regression and pattern recognition 
techniques”4.

QSPR is analogous to QSAR. Quantitative Structure–
Toxicity Relationship (QSTR) or Quantitative Structure–
Pharmacokinetic Relationships (QSPkR) are similar 
models used on toxicological and pharmacokinetic 
system which are based chemical structure. Regardless of 
minor changes in the terminology they all follow same 
basic principles and protocols to build a model. It has been 
widely used as an important key field in drug discovery 
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process for predicting physicochemical properties 
and biological activity of molecules. It expresses the 
characteristics of molecule through various molecular 
descriptors. It can be expressed as,
Property (P) = f(s)       (1)

where, P represents physicochemical and biological 
properties, f represents the relationship, and s represents 
description of molecular structure in terms of empirical, 
non-empirical or a combination of descriptors5. The 
term used to state computer assisted mathematical 
characterization of fundamental chemical structure is 
QSAR/QSPR model.

Main objective of the model is to select descriptors/
factors which are needed for particular property/activity 
of the molecule. And secondly model can be used to 
predict the property/activity of unknown compound. 
QSPR/QSAR model has shown its significance in drug 
discovery process6.  The model has dedicated its role in 
the process of lead optimization as to improve or design 
a new chemical compound with well-defined property/
activity. 
Need and application of QSAR/QSPR model are,
•	 Time and cost taken to understand physical, chemical 

and biological property of molecule through 
experiment are very expensive.

•	 Model gives better understanding about the 
interaction or reaction between molecules and its 
activity.

•	 It can provide useful information about biological 
effect of the compound which would help in drug 
research and testing ADMET.

•	 It can also be used to predict the property or activity 
of the compound before synthesis. It mainly helps in 
reducing or replacing the molecule taken for testing 
in wet lab.

•	 It is becoming more useful and reliable.
Computer based mathematical QSAR/QSPR model 

are based on chemical information extracted based on 
chemical structure not based on experimental values. 
The quality of the model depends on various factors like, 
quality of dataset, descriptor analysis, descriptor analysis, 
outlier detection, statistical methods and validation. 
Organization of the paper is as follows, steps involved in 
development of QSAR/QSPR model have been discussed 
in section 2. Detailed descriptions of predictive QSAR/
QSPR model has been discussed in section 3. QSPR 
model developed using multiple linear regression method 
in section 4 and result and discussion in section 5 and 

section 6 concludes the paper. 

Figure 1.    Frame work of QSAR / QSPR model.

2.  QSAR/ QSPR Methodologies

QSAR/QSPR model consist of three steps namely, 
structure representation, descriptor analysis and model 
building as in Figure 1. The model starts with collection 
of data which are considered for prediction of property. 
Various representations of chemical data are available to 
store chemical information of data in computer systems. 
Some of them are chemical formula, IUPAC name, 
SMILES, MDL molfile, Tripols and others7. From the 
input data chemical structures are visualized in 1D, 2D 
or 3D form as in Figure 2.  Chemical structural features 
called molecular descriptor has been found closely 
related to target property of the molecule. Thousands of 
descriptors are available for various applications and it 
can be divided into 0D, 1D, 2D and 3D descriptors (Figure 
3), dimensionality refers to chemical representation from 
which they can be calculated8. Numerical invariants of 
chemical structures were calculated by analysing and 
manipulating structural information of the molecule is 
called as molecular descriptors. Randic9 proposed set of 
requirements of molecular descriptors as shown below, 
Structural interpretation, Show good correlation with at 
least one property, Preferably allow for the discrimination 
of isomers, Applicable to local structure, Generalizable to 
“higher” descriptors, Independence, Simplicity, Not to be 
based on properties, Not to be trivially related to other 
descriptors, Allow for efficient construction, Use familiar 
structural concepts, Show the correct size dependence, 
Show gradual change with gradual change in structures.
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Figure 2.    Various representation of chemical structure 
of Benzene.

Figure 3.    Descriptor types.

Chemical space is a used to store set of calculated 
descriptor for each molecule in multidimensional space10. 
Chemical space can be represented as in Figure 4, for 
each molecule (Mi), the target property (Yi) and various 
descriptors (X1n, X2n,….Xnn) are defined. Molecular 
properties can be shared by multiple molecules; can share 
locations in defined chemical space11. Chemical space 
can be used to visualize the variance or hidden patterns 
of molecules. Chemical space should not be used directly 
for creating QSAR/QSPR model as it may contain some 
unwanted data. Chemical space can be cured by means 
of pre-processing which improves the quality of the 
data. Pre-processing step in descriptor analysis helps in 
handling problems like12, 
•	 Different descriptors may relate to same structural in-

formation
•	 Descriptors that are not related to target property
•	 Large set of molecular descriptors.

The quality of the data can be analyzed through 
correlation coefficients and variance among descriptors. 
It is applied to identify descriptors which relate to same 
structural information. Principal Component Analysis 
(PCA)13 method can be used to visualize chemical matrix 

which would help in creating better QSAR / QSPR model. 
Firdaus et al. (2014) visualized drug-likeness chemical 
space (based on Lipinski Rule of five) through PCA 
method and variance or hidden patterns in the dataset are 
interpreted through score plot, load plot and biplot14. 

Figure 4.    Chemical Space Data matrix.

Descriptor selection is aimed at getting rid of those 
calculated descriptors that are redundant, noisy, or 
irrelevant for the model building tasks15. Descriptors 
selection methods are applied to select set descriptors 
that relate to target property which results in compression 
of dataset. Feature selection aims to choose a small 
number of the most informative descriptors in a context-
dependent way. Using descriptor selection results16 in,
•	 Dimensionality reduction, as visualization and inter-

pretation of data becomes more understandable
•	 Improves the performance of prediction process
•	 Reduces Storage space and measurement requirement
•	 Reduces time for manipulation and retrieval process

Descriptor selection process has been vital in 
developing QSAR/QSPR model as small set of descriptors 
can optimize predictivity of the model.  Various 
descriptor selection methods are Forward selection 
method17, backward elimination method, stepwise 
selection method18, Leaps-and-bounds regression, 
successive projection algorithm19, genetic algorithm 
method, Artificial neural network20, Simulated Annealing 
(SA), Uninformative variable Elimination – Partial Least 
Square (UVE-PLS)21, Robust principal components 
regression based on principal sensitivity vectors 
(RPPSV), Minimum Redundancy Maximum Relevance22, 
Ant Colony optimization (ACO)23, Particle Swarm 
Optimization (PSO) Fuzzy based Minimum Redundancy 
Maximum Relevance24 and other related algorithms

The molecules which hold property that deviate or 
over represented from target property are called as outlier. 
It could influence the performance of remaining data. 
Two types of outliers available namely leverage outliers 
and activity outliers25. Leverage outlier is also known as 
structural outliers where similarities between compounds 
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are identified based on molecular descriptors. Activity 
outlier separates the compounds which deviate on 
different sides of activity. Sphere-Exclusion algorithm26, 
Monte-Carlo cross-validation27, M-estimators28, least 
median of squares (LMS)29, Least Trimmed Squares 
(LTS)30, Robust Principal Component Regression 
(RPCR)31, Robust Partial Least Squares (RPLS)32 and 
robust principal components Regression based on 
Principal Sensitivity Vectors (RPPSV)33 are some of the 
outlier detection methods. Outlier detection and removal 
process improves the quality of data set used for building 
QSAR/QSPR model. 

3.  �Methods to Correlate 
Molecular Structure with 
Property/ Activity

QSAR/QSPR are influential mathematical model used 
for designing novel chemical molecules and predicting 
activity of molecules based on physical, chemical and 
biological properties.  It relates the target property 
and set of molecular regression in linear manner and 
it is used to predict known/unknown target property 
of molecules. This approach is an application of data 
analysis methods and statistics to predict accurately the 
biological actions or property of the molecule based on its 
structure. Development of QSAR/QSPR model in solving 
various predictive chemical problems has found growing 
applications in chemical data mining and combinatorial 
library design. 

Many approaches have been used in formulating 
mathematical model of QSAR/ QSPR but most widely 
used technique is linear regression. Regression analysis is 
a powerful means for establishing a correlation between 
independent variables and a dependent variable such as 
biological activity34. QSAR/QSPR studies include boiling 
point, partition coefficient35, dissociation constant36, 
thermodynamic behaviour37, hydrophobicity38, aqueous 
solubility39, and biological properties include activity 
(IC50/EC50)40, acute toxicity (LD50)41, bioconcentration42, 
carcinogenicity43, inhibition constant44, mutagenicity45, 
penetration46, pharmacokinetics47, ADME studies48, drug 
resistance49, drug metabolism50, toxicity prediction51 and 
other related areas. 

Various computational methods like multiple linear 
regression, principal component regression analysis52, 

partial least square regression53, Artificial Neural 
Networks54, Support Vector Machine55 were applied over 
various QSR/QSPR problems and the model which shows 
best are considered for further analysis. Determining the 
quality of the model is the crucial step of modelling. It 
establishes the reliability and relevance of the model 
developed for a specific purpose. The application of the 
QSAR model depends of predictive and significance 
ability of model which can be established by various 
validation methods. It helps to determine the complexity 
of an equation that the amount of data justifies. Validation 
methods are broadly classified as internal and external 
methods. The methods are correlation of determination 
(R), Squared correlation coefficient (R2), cross validation 
(Q2), adjusted R2 (R2adj), chi-squared test (c2), root mean-
squared error (RMSE), bootstrapping and scrambling 
(Y-Randomization)56,57.

4.  �Multiple Linear Regression 
Analysis to Predict Boiling 
Point (BP) of Alkyl Benzene 
Compounds

This research paper discusses classical QSPR approaches 
to predict boiling point of alkyl benzene molecules 
using Multiple Linear Regression (MLR) method. It 
is one of the most widely used methods for developing 
QSPR/QSAR model. MLR analysis is been applied to 
understand or identity certain structural features which 
influence a particular property. Regression analysis helps 
in developing a model which support in designing a new 
molecule with required property. This model depends 
on molecular descriptors which replicates molecular 
properties to provide meaningful relationship between 
structure and activity/property of molecule58. Chemical 
graph theory plays a vital role in forming mathematical 
model for QSAR/QSPR based on molecular descriptors. 
This work focuses on predicting boiling point of 14 
alkyl benzene molecules. Structural molecular files 
were downloaded from NIST website. Firdaus and 
Satheesh (2014) have proposed sparse based method for 
structural representation of a chemical compound and 
chemical reaction59,60. Boiling point is an important and 
major property to identify and characterize a chemical 
compound. It is also used as an indicator of a molecule 
to represent volatility of molecule. Descriptors derived 



Vol 9 (8) | February 2016 | www.indjst.org Indian Journal of Science and Technology 5

B. Firdaus Begam and J. Satheesh Kumar

through graph theory are called as topological descriptors. 
Wiener index (W), Harary Index (H), Hyper Wiener 
Index(WW), Hyper Harary Index (HH), and Randic 
index (R) are some of well-known structurally related 
indices were considered and calculated for developing 
QSPR model for alkyl benzene molecules (Table 1). As 
the data size is not complex dimensionality reduction 
approach has not be considered in this analysis.

Multiple Linear regression methods defines linear 
mathematical equation based on desired property and 
molecular descriptors as represented below in equation 1,

1

n
i ii

Y X b
=

=å 					         (1)
where, Y represent desired property, X1 to Xn  

represents specific molecular descriptor and to  
bn represents coefficients of descriptors. Various 
models have been developed and analyzed as 
shown in Table 2.  QSPR model has been validated 
through R which represents degree of correlation 
between all pairs of descriptors and R2 coefficient 
which specifies the proportion of variation (Y) 
explained by means of regression analysis. 
5.  Result and Discussion

QSPR model for alkyl benzene molecules has been 
developed based on multiple linear regression method. The 
model is been developed for all different single and group 
of descriptors, as single and two variables (descriptors) 
does not shown good correlation, the combination of 
other descriptors taken for model development is been 

shown in Table 2. The best MLR equation obtained for BP 
of alkyl benzene molecules with descriptors W, H, WW, 
HH and R. The mathematical equation obtained,
BP = - 4.93 × W + 98.353 × H + 1.159 × WW + (-95.35) 
× HH + 11.353 × R
(n =14, R2 = 0.9968, R= 0.9934)

Table 2.    Possible descriptor set for calculating BP and 
quality validated by R and R2 coefficients

Model No. Descriptor R R2

1 W, H, WW 0.9952 0.9905
2 W, H,  HH 0.9959 0.9918
3 W, H, R 0.9959 0.9919
4 W, WW, HH 0.9920 0.9841
5 W, HH, R 0.9959 0.9918
6 H, WW, HH 0.9957 0.9915
7 H, WW, R 0.9959 0.9919
8 W, HH, R 0.9959 0.9918
9 WW, HH, R 0.9959 0.9918

10 W, H, WW, HH 0.9966 0.9932
11 W, H, WW, R 0.9961 0.9923
12 W, H, HH, R 0.9959 0.9919
13 W, WW, HH, R 0.9959 0.9919
14 H, WW, HH, R 0.9959 0.9919
15 W, H, WW, HH, R 0.9968 0.9934

According to Tropsha et al. (2003)61 a model can be 
considered as predictive if R2 > 0.6. QSPR model shows that 
all descriptors directly contribute in predicting the target 

Table 1.    Boiling point, topological indices, calculated boiling point for alkyl benzene
Molecule BP(.C) W H WW HH R Calculated 

BP(.C)
Residual

Benzene 80.1 27 10 42 8.9 3 75.6902 -4.4098
Toluene 110.6 42 12.916 71 11.26 3.3938 110.7996 0.1996
Ethyl benzene 136.2 64 15.78 122 13.5193 3.9319 138.997 2.797
O-xylene 144.4 60 16.1667 106 13.8403 3.8045 148.2419 3.8419
P-Xylene 138.4 62 16.033 115 13.7381 3.7877 139.2664 0.8664
Propyl benzene 159.2 94 18.6833 203 15.7662 4.4319 162.0505 2.8505
1ethyl-2-methlybenzene 165.2 86 19.2833 167 16.24 4.3425 163.5157 -1.6843
1ethyl-3-methlybenzene 161.3 88 19.15 176 16.1462 4.3257 159.5018 -1.7982
1ethyl-4-methlybenzene 162 90 19.0667 187 16.087 4.3257 160.5602 -1.4398
1,2,3-Trimethylbenzene 176.1 82 19.667 151 16.5697 4.2152 179.284 3.184
1,2,4-trimethylbenzene 169.4 84 19.53 160 16.4672 4.19 169.2999 -0.1001
1,3,5-trimethylbenzene 164.7 84 19.50 159 16.4375 4.1815 161.2743 -3.4257
1,2,3,4-Tetramethylbenzene 205 109 23.3667 211 19.4186 4.62 203.8427 -1.1573
n-Butyl benzene 183.3 133 21.6429 323 18.0358 4.9319 183.1 -0.2
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property of molecules. The experimental and calculated or 
predicted boiling point and their residual values are shown 
in Table 1. Correlation between the experimental and 
calculated boiling point is shown in Figure 5.

Figure 5.    Regression plot for Target versus Calculated 
property of alkyl benzene molecules.

6.  Conclusion

QSAR/ QSPR models are multidimensional functions 
which quantify the relation between a physicochemical 
and biological property of molecules based on the 
chemical information obtained from its structure. The 
relationship can be analyzed by encoding chemical 
structures with calculated molecular descriptors through 
regression analysis. The study has shown that the 
performance of the model can be improved by reducing 
number of molecular descriptors and identifying and 
removing outliers present in chemical space when the 
size of the dataset is complex. QSPR model to predict 
boiling of alkyl benzene molecules using multiple linear 
regression model has been developed. Model have been 
validated through and R2 value. Best model with higher 
R=0.9934 and R2 =0.9968 with Wiener index, Harary 
Index, Hyper Wiener Index, Hyper Harary Index, and 
Randic index are considered for predicting boiling point.
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