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Abstract
This work compares the performance of the Mel-Frequency Cepstral Coefficient (MFCC) and Perceptual Linear Prediction 
(PLP) features for developing a text-dependent speaker identification system. Continuously spoken Hindi speech sentences 
have been used to train the HMM models using HTK toolkit for each speaker separately. The experiments have been 
performed using a set of 200 continuously spoken sentences with vocabulary of 20000 isolated words using a database 
of 100 speakers. The results show an accuracy of 92.26% recognition when PLP features have been used and accuracy 
of 91.18% for MFCC features. A confusion matrix has been created for all the 20 test speakers based on the recognition 
scores obtained for each of these speakers and their confusion with other speakers. Performance has been compared in the 
closed set and open set conditions of testing and as it is expected, the performance in the closed set condition is far better 
than the open set. We propose that if PLP features are used in place of MFCC, they may provide improvement in speaker 
identification accuracy by reducing the cases of false acceptance.

1. Introduction
A speech signal not only contains information about text 
message but about the identity of the speaker. In speaker 
recognition, therefore, an attempt is made to extract the 
features and parameters from the signal which are helpful 
to identify or verify a speaker1. In the past, several experi-
ments have been performed using MFCC features2 but less 
number of experiments using PLP features3. These results 
have shown varying performances. Richard M. Stern et al. 
have found WER of 35.1% for MFCC and 38.0% for PLP 
features, for NRL Spine database4, but very few experi-
ments have been done to compare the performance of 
speaker recognition using both MFCC and PLP features 
on the same database-particularly using Hindi database.

In the present paper, an attempt has been made to 
conduct speaker identification experiments from MFCC 
and PLP features. HTK toolkit5 has been used to model 
the HMM classifier. The results obtained on using both 
the feature extraction techniques have been compared.

2. Overview of the System
Figure1 gives the overview of our approach for this study. 
The input speech is passed through front end process-
ing unit. It includes the alignment of audio files and their 
transcription. Necessary processing is done to extract 
MFCC and PLP features from the speech signal. These 
feature vectors help to create the acoustic models con-
taining all the feature vectors and duration of the words 
which exist in a particular sentence.

The lexicon module along with the language model 
plays the supportive role to find the system accuracy. The 
lexicon module contains all the lexicons (phones) con-
tained in our database. Language model has been used to 
capture the possible variations in pronunciation uttered 
by a particular speaker, used to tied-states in HMM clas-
sifiers. We have tried to develop a phone-based trigram 
model to capture the sequence of phones in a word and 
then words in a particular sentence. With the help of all 
these inputs, the system follows the matching approach 
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using Viterbi algorithm to find the best accuracy score of 
the words in a particular sentence6. The 1-best hypothesis 
of a sentence has been taken.

Figure 1. Architecture of speaker recognition engine.

3. Methodology

3.1 Database Collection 
The present system uses a data-set of 200 phonetically 
rich Hindi sentences recorded by 100 native Hindi speak-
ers (50 male and 50 female) within the age group of 18 
to 30 years. Recording was carried out in a sound treated 
room environment having S/N > = 40 db. These were 
sampled at the rate of 16 bit-16 kHz. Eighty speakers were 
used for training the system and the other twenty speak-
ers for testing the system in open-set condition. Similarly, 
the system has been trained for one hundred speakers and 
tested by using twenty speakers out of these 100 speakers 
in closed-set condition.

3.2 Pronunciation Dictionary
The following steps have been followed for the creation of 
pronunciation dictionary7:

Formation of Sentences
 

Extraction of 20000 words from 200 sentences
 

Total word tokens are 8500 out of 20000 words
 

Create a dictionary of possible pronunciations of one 
word uttered by different speakers

3.3 Transcription
For parallel alignment of audio and text data of various 
speakers, phonetic transcription has been done manually. 
For alignment purpose, all wave files were converted into 
text for the 100 speakers.

3.4 Creation of Phone Sets
To capture the sound units in a word, phone-sets of Hindi 
have been created. 45 phones exist in our database, shown 
in Figure 2.

अ[ə], आ[ɑ], इ[I], ई[i], उ[ʊ] ऊ [o], ए[e], 
ऐ[ɛ], अ[ə], क[k], ख[kʰ], ग[g], घ[ɡʱ], च[tʃ], 
छ[tʃʰ], ज[dʒ], झ[dʒʱ], प[p], फ[pʰ], ब[b], 
भ[bʱ], म[m], त[t], थ[tʰ ], द[d], ध[dʱ ], न[n], 
ट[ʈ], ठ[ʈʰ], ड[ɖ], ढ[ɖʱ], य[j], र[ɾ], ल[l], व[w], 
श[ʃ], ष[ʂ], स[s], ज़[z], ओ[ə], फ़[f], औ[ɔ:], 
ह[ɦ], ड़[ɽ], ण[ɳ]
Table 3: Perception of Hindi consonants spoken by non 
native speakers and perceived by Hindi natives

3. ACOUSTIC ANALYSIS
As the process of speech perception hinges on the acous-
tic spectrum, the formant frequencies provide enough 
information to distinguish the speech sounds. We have 
Figure 2. Hindi phone set.

Figure 2. Hindi phone set.

3.5 Annotation at Phoneme Level
Speech database of 100 speakers were annotated at pho-
neme level using PRAAT software tool to capture the 
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duration of individual phonemes. Figure 3 represents the 
samples of annotated files of two Hindi words (Himalaya 
and Vadiyaan) at phoneme level.

Figure 3. Samples of annotated file.

3.6 Parameterization
For extracting the relevant information from speech spec-
tra MFCC and RASTA-PLP have been used for speaker 
diarization and compare their results using HTK8.

3.6.1 Mel Frequency Cepstrum Coefficient 
(MFCC)
Mel Frequency Cepstrum Coefficients are widely used for 
parameterization9. For MFCC extraction, the source kind 
is wave and the target kind is MFCC_010. The Hamming 
Window size used in the experiment has been taken to be 
25 ms with a frame shift of 10 ms. Pre-emphasis co-effi-
cients have been set as 0.97. Twenty-two band pass filters 
have been taken to capture all the co-efficients related to 
our database. For MFCC extraction, Logarithmic com-
pression has been taken into consideration.

3.6.2 Relative Spectral Transform-Perceptual 
Linear Prediction (RASTA-PLP)
RASTA-PLP is a technique of warping spectra to mini-
mize the differences between speakers while preserving 
the important speech information11. It is an approach 
completely based on perceptual linear prediction.

The whole RASTA-PLP extraction is illustrated in the 
following figure:

For PLP extraction, the source format is wave and the 
target kind is PLP_011. Similar to MFCC, in this case also 
the Hamming window size of 25 ms and 22 bandpass fil-
ters have been taken to capture all the co-efficients from 
the database. For PLP extraction, cubic root compression 
have been taken into account.

Figure 4. Block diagram of RASTA speech processing 
technique.

3.7 Speaker Modeling using HMM
We trained the recognition engine using MFCC and 
RASTA-PLP features for a database of 200 sentences for 
all the 100 speakers separately. For speaker identification, 
two models have been created - one is acoustic model 
which estimates the means and variances of a HMM in 
which each state output distribution is a single compo-
nent Gaussian and the other is text-dependent language 
model12 which is phone based trigram model to capture 
the sequence of phones in a word and then sequence of 
words in a particular sentence. To determine more accu-
rate parameters, Baum-Welch re-estimation has been 
used13.

We perform single-pass retraining in which the state/
component occupation probabilities are calculated using 
an existing model and training set, but the new model 
parameters are calculated using a new training set14.

3.8 Testing of the Recognition Engine
To recognize unknown test words, the likelihood of each 
model generating the word is calculated using Viterbi 
Algorithm15 and the most likely model identifies the 
word. The testing is done separately with both MFCC and 
RASTA-PLP features.

4. Experimental Results
Figure 5 shows the performance of conducting the rec-
ognition tests. For example, it can be seen that if PLP 
features are used in place of MFCC, they may provide 
improvement in speaker identification accuracy and the 
cases of false acceptance may be reduced.
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Figure 5. Comparison of MFCC and PLP feature.

The experiments were performed for all the hundred 
speakers in both closed and open-set. For closed-set 
comparison, the system is trained with 100 speakers, out 
of which 20 speakers have been used to test the system. 
For open-set comparison, the system is trained with 80 
speakers and the remaining 20 speakers have been taken 
as a test data. Minimum threshold figure for accuracy has 
been considered as 60. Although the sentence contains 
varying number of words, the total number of words are 
20000. The comparison with correct recognition and the 
false acceptance are shown in Table 1.

Table 1. Performance of system in closed and open set

Test Training Correct Correct Rejection
Speakers Utterances Recognition (%) (%)

MFCC RASTA- MFCC RASTA-
PLP PLP

20 20000 91.2 92.3 8.8 7.8
(Closed
Set )
20 16000 64.2 74.6 35.8 25.4
(Open
Set)

The above results show that performance of system 
is significantly better when RASTA-PLP is used, particu-
larly in case of open-set comparison.

Table 2(a). Confusion matrix of speaker identification  
engine (for MFCC features) in closed set condition

Table 2(b). Confusion matrix of speaker identification 
engine (for PLP features) in closed set condition

4.1 Confusion Matrix
In order to find out the individual performance of test 
speakers, confusion matrices has been made for the results 
obtained using MFCC and PLP features. These are shown 
in Table 2 (a and b) and Table 3 (a and b) for the closed 
set and open set experiments respectively. The confusion 
matrix show that in some cases the accuracy is higher 
for a test speaker even though the reference speaker is 
not same and providing ambiguity between themselves 
and the correct speaker16. For example – Speaker 5 gives 
92.6% accuracy when tested with speaker 5 in closed set, 
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while speaker 50 gives 93.2% accuracy (Table 2(a)), which 
is more than the correct speaker.

Table 3(a). Confusion Matrix of Speaker Identification 
Engine (for MFCC features) in open set condition

Table 3(b). Confusion matrix of speaker identification 
engine (for P features) in open set condition

On the basis of confusion matrix, the speakers can be 
considered as nearest and farthest speakers (having high-
est and lowest accuracy).

Table 4. Performance of nearest and farthest speakers

Nearest Accuracy Farthest Accuracy
Speakers (%) Speakers (%)
5 and 50 92.2 5 and 60 42.2
55 and 60 78.9 20 and 55 34.8
80 and 85 86 - -

Recognition performance has been also computed 
by comparing speech samples of 43 male and 57 female 
speakers as shown in Figure 6 (a, b).

Figure 6(a). Performance of male and female speakers based 
on MFCC features.

Figure 6(b). Performance of male and female speakers based 
on PLP features.

5. Conclusions 
• Performance of PLP is better than the MFCC, 

particularly in the case of open set. 
• The performance increases as the number of 

utterances in training samples increases. 
• Performance of male speakers is found better 

than female speakers. 
• On comparison with the earlier experimental 

results conducted by different researchers, it is 
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concluded that here the sentence level recogni-
tion give about 

• 91.2% accuracy for MFCC and 92.3% for PLP 
which is better than the earlier experiments16. 
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