
Abstract
Background/Objective: The objective of this research is to make improvement in defining the clusters automatically 
and to assign required clusters to un-clustered points. Methods/Statistical Analysis: The main disadvantage of k-mean 
is of accuracy, as in k-mean clustering user needs to define number of clusters during the start of process. This restriction 
of predefined number of clusters leads to some points of the dataset remained un-clustered. So by enhancing the cluster 
technique, the predictions can be improved. We use Iris dataset for the current study and to generate the results using nor-
malization in the methodology which will lead to improvement in accuracy and will reduce clustering time by the member 
assigned to the cluster. Findings: The normalization is used to get better results in the form of finding distance to have 
exact centroid and to remove noise data which is not needed. We are applying backtracking method to find the exact num-
ber of clusters that should be defined to analyze the data in better way. The results shows that there is an improvement in 
clustering when compared to the existing methodologies.
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1. Introduction
The significant application areas of cluster analysis incorpo-
rate data analysis, statistical surveying, pattern recognition, 
outlier detection, image processing applications such as 
recognition of credit card fraud1. Data collecting (or cluster-
ing), is an denounce classification method whose purpose 
is to create groups of objects, or clusters, in such a way that 
objects in the same cluster are having same properties and 
those objects in different clusters are quite distinguishable2.

There are various types of clustering in data min-
ing3. Partitioning Clustering (Figure 1) is a blend of high 
similarity of the specimens within clusters with high dif-
ference between particular clusters. Most partitioning 
techniques are distance-based.

In Density Based Clustering, the number of partition-
ing method clusters the objects in the light of the distance 
among various objects as shown in Figure 2. Spherical 
shaped clusters are uncovered by these methods and expe-
rience problem in finding clusters of arbitrary structures. 

So for arbitrary shapes new methods are used known as 
density-based methods which use the notion of density. It 
helps to discover arbitrary shape clusters. It also handles 
noise in the data.

Grid Based Clustering quantize the object space into 
set of cells that help to shape a grid structure. A quick 
strategy which is autonomous of the data objects however 
dependent upon cells in every dimension in the quantized 
space4. To form clusters Grid algorithm uses subspace 
and hierarchical clustering techniques. STING, CLIQUE, 
Wave cluster, BANG, OptiGrid, MAFIA, ENCLUS, 
PROCLUS, ORCLUS, FC and STIRR5.

In Hierarchical Methods, the hierarchical deteriora-
tion of the given group of data objects is completed. It 
is depicted in Figure 3. It can be appointed by any one 
of method; agglomerative or divisive in perspective of 
how this hierarchical decomposition is encircled by that 
given dataset. In this sort of clustering, it is possible to 
view partitions at various levels of granularities. One of 
the examples is flat clustering. 
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 student performance prediction through the rules 
 generated via data mining technique. The data mining 
technique used in this project is classification, which clas-
sifies the students based on students’ grade.

Another work in the same field was done to define the 
ability of the student performance of high learning4. An 
approach was designed to analyze student result based on 
cluster analysis and use standard statistical algorithm to 
arrange their score according to the level of their perfor-
mance. In this paper K-mean clustering is implemented 
to analyze student result. The model was added up with 
deterministic model to check student’s performance of 
the system.

In9, the web data processing was done on the log files to 
obtain information of user sessions. Then, clustered were 
defined based on user sessions using enhanced K-means 
algorithm to group the users into similar groups or cat-
egories. The designed approach works on replacement 
temporal clustering algorithmic rule known as enhanced 
K-means clustering algorithmic rule for effective and 
dynamic grouping of Web users.

In10 presented an analysis of the prediction of surviv-
ability rate of breast cancer patients using data mining 
techniques. SEER public datasets has been used in this 
project.

In11 explained that forecasting stock return is one the 
important subject to be learn for prediction for data anal-
ysis. They defined decision tree classifier which is one of 
the best data mining techniques. 

2. Research Methodology
In k-mean clustering algorithm, probability of the most 
relevant function is calculated and using Euclidian dis-
tance formula the functions are clustered12. Despite being 
used in a wide array of applications, the k-means algo-
rithm has drawbacks: As many clustering methods, this 
algorithm says that the clusters k in the database is called 
as beforehand which are not completely right in real-
world application13. Moreover, the k-means algorithm is 
computationally very expensive also14.

In this work, we will enhance the Euclidian distance 
formula to increase the cluster quality. Here the proposed 
work has been published in “International Control and 
Theory” by explaining the idea of increasing accuracy by 
using hybrid technique as shown in Figure 4. The enhance-
ment will be based on normalization. In the enhancement 
two new features will be added shown in Figure 5. The 

Figure 3. Hierarchal Clustering.

Figure 1. Partitioning Clustering.

Figure 2. Density based Cluster.

In6 explained that clustering is the powerful tool which 
is used in various forecasting tools. The generic method-
ology of incremental K-mean clustering was proposed for 
weather forecasting and applied on air pollution of west 
Bengal dataset.

In7 explained that huge data is available in medical field 
to extract information from large data sets using analytic 
tool and the data set has been taken from SGPGI. 

In8 proposed a system named Student Performance 
Analysis System (SPAS). The proposed system offers 
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In the enhancement two new features will be added. 
The first point is to calculate normal distance metrics 
on the basis of normalization. In second point the 
functions will be clustered on the basis of majority vot-
ing. The proposed technique will be implemented in 
MATLAB. 

• First of all, we have started process in which at initial 
stage we generated data from user end in which we 
give number of data inputs, which are generated by 
sigma and random functions.

• When all data has been generated then Simple k-means 
applied and got result in subplot.

• After applying normalization on that data, we gave 
scatter data in second subplot.

• Now we applied normalization, in precede in which 
we read text file data of that generate data after that 
applied hierarchy k-means before normalization in 
which we got result in different form rather than first 
subplot. 

• After this process normalization on that process is 
done in which iterations process started.

• This process is continued until we don’t get a nearest 
point to accurate position with generating data. 

• At last calculated their total time in which we got 
results which shows betterment in accuracy of  
cluster. 

3. Experimental Results
The Eris dataset is used for the research process and to find 
the results. The original data were highly dimensional, but 
only 5 attributes has been finally considered on the basis 
of requirements are shown in the Table 1.

The dataset is loaded using Matlab and taken like as 
given in Figure 6.

Table 1. Dataset details

S.No. Attribute 
Name

Attribute
Description

1 Species_No Number is given to species

2 Petal_width Petal is defined by its width

3 Petal_length Length of petal is considered

4 Sepal Width Sepal width is given under this 
attribute

5 Sepal_length Length of sepals are given under this 
attribute

Figure 4. Flowchart of Selecting Centroid under k-mean 
Clustering (Proposed Methodology).

 
    START 

Implement k-mean clustering for prediction analysis 

To increase efficiency of k-mean clustering by 
enhancing Euclidian distance 

To enhance Euclidian distance formula by using 
normalization technique 

Implement proposed technique and compare results 
with the k-mean clustering 

      STOP 

Figure 5. Flowchart of Research Methodology.
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SIGMA FUNCTION RANDOM FUNCTION 

SCATTER DATA USING 

SIMPLE K-Mean CLUSTERING 

NORMALIZATION 

SCATTER DATA 

PROCEED THIS VALUE USING TEXT FILE 

K-MEANS HIERARCHY 

NORMALIZATION 

FIND NEAREST POINT 

ITERATION PROCESS STARTS 

 
CALCULATING TIME 

 

CALCULATE ACCURACY 

FINAL RESULT 

END 

first point is to calculate normal distance metrics on the 
basis of normalization. In second point the functions will 
be clustered on the basis of majority voting. The proposed 
technique is implemented in MATLAB.
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The dataset is clustered using the algorithm of k-mean 
clustering in Figure 7. Clusters are made with closest val-
ues and using k-means it made three clusters which have 
similar properties or can say nearer values.

As shown in Figure 8, the k-mean clustering is 
improvement to improve cluster quality using the tech-
nique of normalization. The dataset is loaded is and it is 
shown on the command window. The plotted data will be 
clustered using the algorithm of k-mean clustering. The 
central points are marked in each cluster.

The plotted data will be clustered using the algorithm 
of k-mean clustering. The central points are marked in 
each cluster. The normalization technique is applied 
to calculate best distance to make high quality clusters 
as shown in Figure 9. The final output of the clusters is 
shown on the 2-D plane.

As shown in Figure 10 the k-mean clustering improve-
ment is done in the case of cluster quality using the 
technique of normalization.

Figure 6. K-Mean Clustering.

Figure 7. K-Mean Clustering.

Figure 8. K-mean clustering.

Figure 9. K-mean clustering.

Figure 10. K-mean clustering (Improvised).
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4. Conclusion
We have proposed technique for the enhancement in 
K-Mean algorithm. According to the member assigned to 
the cluster for cluster selection. The proposed improvement 
will lead to better accuracy and reduce clustering time by 
the member assigned to the cluster to predict  disease. 
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