
Abstract
Background/Objectives: One of  the major challenges of the multitenant cloud model is performance unpredictability 
because of resource contention. The objective of this paper is to propose an approach to deal with noisy neighbours in 
a shared cloud infrastructure and reduce their affect on the other tenant applications. Methods/Statistical Analysis:  
Multiple tenant applications are deployed on cloud VMs which share the underlying system resources. Noisy neighbour 
applications take up more resources and leave other applications in turmoil state that leads to lack of predictability of  
the performance of other applications. The proposed system actively monitors the resource consumption of the tenant 
applications based on some identified parameters. Findings:  Monitoring the resource consumption of the applications 
helps categorize the resource greedy applications as noisy neighbours. The other tenant applications which do not get their 
fair share of the resources are victim applications. Once the noisy neighbours have been identified, the next step is to deal 
with noisy neighbours by either migration of victim applications on a separate node on the cloud or borrowing resources 
from other nodes or implementing a quota system for resource allocation in cloud. Applications/Improvements:  
The pragmatic study of  the behaviour of tenant applications based on their resource consumption pattern would help 
researchers to better focus on techniques to improve the Quality of Service of a cloud.
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1. Introduction
Cloud computing1 is an evolving area of research in aca-
demia and industry, which promotes economies of scale by 
providing virtualised scalable computing resources shared 
across multiple customers over internet. The pay per use2 

cloud outsourcing model has been immensely beneficial 
to small and medium scale enterprises to save on capital 
expenditure on upfront initial investment as well as main-
tenance of software and hardware computing resources. 
Cloud offers a multi-tenant3 architecture to its users where 
multiple independent instances of user applications operate 
in a shared environment. A multi-tenant cloud architecture 
should ideally provide a very secure and exclusive virtual 
computing environment to the tenant applications but it 
is practically not feasible. A cloud consists of clusters4 that 

further consists of one or more physical data centers which 
are virtually partitioned into a number of Virtual Machines 
(VMs). Tenant applications are deployed on VMs that 
are logically isolated, but physically integrated. The ten-
ant applications which share the physical infrastructure5 

are in reality competing for shared underlying resources. 
In the multitenant infrastructure of a cloud, the greedy 
nature of one or more tenants can affect the performance 
of the other tenant applications. Noisy neighbour6 is a 
phrase used to describe a cloud computing infrastructure 
co-tenant that monopolizes bandwidth, disk I/O, CPU and 
other resources, and can negatively affect other user appli-
cations cloud performance. The hypervisor virtualises the 
cloud physical resources in such a way that the virtualisa-
tion details are abstracted from tenant applications giving 
them an illusion of exclusive access to underlying physi-
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cal resources. Because of the scalable1 nature of cloud,  a 
resource greedy application consumes more resources 
than their fair share, thereby impacting the co-tenant 
applications. In such a scenario, the application’s per-
formance  of a tenant application  deployed on the same 
physical infrastructure as one of the noisy neighbours 
would suffer. Hence, a consequence of multitenant model 
of cloud is complete lack of performance predictabili-
ty9of a given VM, since it depends on the other tenants 
of the service. Thus contention for resources  is one of 
the main reasons for performance unpredictability in the 
cloud impacting the Quality of Service (QoS) of cloud1 . 
In this paper, the authors have proposed a technique to 
deal with noisy neighbours in a shared cloud environ-
ment. The proposed model is based on monitoring and 
capturing the metrics based on the dynamic consumption 
of the system resources by the cloud tenant applications 
to facilitate proactive action. 

2. Motivation and Problem 
Definition
The growing dependency of businesses applications on 
cloud infrastructure, will soon make it a fifth utility ser-
vice8. Considering the immense business dependency on 
cloud, we can visualise, how popular the cloud computing 
model is going to be and how it is going to revolution-
ize the way computing resources have been utilised. One 
of the biggest obstacle to the growth of cloud computing 
is non-deterministic performance1. Multiple applica-
tions deployed on VMs share the system resources. Noisy 
neighbour applications take up more resources and leave 
other applications in turmoil state that leads to lack of 
predictability of  the performance of other applications.  
A very important task in the cloud is to properly sched-
ule the user’s tasks on the VM in such a way that noisy 
applications do not impact the performance of other 
applications hosted on cloud.

This leads us to the following problem definition i.e.
To design a system that improves the performance 

and QoS in a cloud based infrastructure by handling the 
problems caused by noisy neighbours.

This problem definition leads us to the following 
broad objectives summarized below:

•	 Environment setup that simulates the noisy 
neighbours causing starvation of victim applica-
tions

•	 Implement the proposed solutions on the envi-
ronment

•	 Derive meaningful conclusions based on the 
co-relation between identified parameters and 
proposed approaches

The rest of the paper is organized as follows: Section 
1 gives an introduction to background. Section 2 includes 
the motivation and the problem definition. Section 3 dis-
cusses the related work done in the identified area. Section 
4 describes the  research framework and the proposed sys-
tem in detail. Section 5 describes the experimental setup. 
Finally, Section 6 summarizes the conclusion; limitations 
and the future scope of work.

3. Related Study
Cloud computing model provides metered10 computing 
resources as a service which allows the users to deploy 
software applications and data on a network of remote 
servers shared across multiple clients. Based on tenancy, 
there are two models of cloud computing: single-tenant 
and multi-tenant11. Single-tenant model12 is the tradi-
tional model in which a customer deploys an instance 
of its application on a physically isolated hardware envi-
ronment. However, the foundation of cloud computing 
is multitenant architecture  in which multiple tenants 
share the virtually partitioned common infrastructure 
which helps in resource optimisation, thereby signifi-
cantly saving the cost on software licenses and software 
maintenance. Cloud computing model offers comput-
ing as a service based on the principles of virtualisation12 
and abstraction32. Virtualisation enables creation a pool 
of storage and computing resources by partitioning the 
physical resources using virtualization technologies 
such as Xen15, KVM16and VMware17. Virtualized serv-
ers allow co-hosting multiple independent16 servers as 
virtual machines (VMs), on the same physical machine 
thereby improving the utilization rates of all the avail-
able servers and storage assets in the data center due to 
which cloud computing offers services below the costs 
of a medium-sized datacenter1. Multiple instances of 
client applications deployed on VMs share the physical 
hardware resources but the implementation details and 
complexities are abstracted from user applications so that 
they are not directly tied to the underlying physical hard-
ware. Multitenant virtualized cloud environment where 
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each tenant has an illusion of infinite capacity, could 
lead to performance unpredictability. One of the major 
challenges20 in  multi-tenant environment of  cloud com-
puting is dynamic provisioning and resource allocation 
to achieve the desired performance. However from cloud 
customer’s  point of view, such a high contention envi-
ronment can be a problem as its application could be a 
highly targeted attack victim example when one tenant’s 
I/O requests dominate in a shared I/O network21, the I/O 
response times of the other applications may suffer. Noisy 
neighbour applications put large demands on the server, 
storage, database or network, thereby, impacting the 
performance of other neighbour applications that share 
those resources. A similar situation can arise in a  corpo-
rate datacenter as well but in this case the user would have 
control over its internal datacenter. However, in a multi-
tenant cloud environment, external users has no control 
over it. Increasing adoption of virtualization technologies 
for enterprise applications has brought out the need for 
establishing a uniform framework for comparing differ-
ent technologies to identify the performance bottlenecks 
on the virtualization stack and their impact on different 
applications. It is necessary to have a test bed20,43 that 
helps in analyzing the various components19 and their 
associated behaviour.

4. Proposed Research Framework
In this paper, authors have proposed a system design that 
improves the quality and performance of the services in 
a cloud by handling the  problems caused by noisy neigh-
bours. The figure no. 1  shows the proposed research 
framework. A cloud has number of physical servers. 
Each of the server is virtually divided into a number of 
Virtual Machines. The Virtual machines (VM) are emu-
lated computers running on a hypervisor33. A hypervisor 
virtually partitions the cloud physical resources resources 
such as memory and processor to the VMs. The hyper-
visor layer is either on top of physical hardware layer or 
operating system or software layer. The client jobs on 
cloud are actually deployed on cloud VMs. However, the 
underlying resources are shared within the VMs on the 
cloud. The details of virtualisation are abstracted from the 
application, giving them an illusion of exclusive access 
to the resources. Hence, a resource greedy job deployed 
on a VM may consume more resources on the underly-
ing hardware than its fair share. In a noisy neighbour 

scenario one or more virtual machines on the physical 
infrastructure consumes very large amounts of disk I/O 
thereby impacting the performance of the co-tenant vir-
tual machines.

As per the proposed research framework, the cloud 
tenant applications are categorized into two main catego-
ries 

•	 Noisy neighbour- Noisy neighbours are resource 
greedy applications. In the cloud realm, the term 
“noisy neighbours6” is defined as a cloud com-
puting co-tenant that dominates the bandwidth, 
disk I/O, and CPU within a multitenant cloud 
infrastructure, thus negatively impacting the 
other cloud co-tenants and causing cloud net-
work performance to diminish. 

•	 Victim - Applications with less resource hunger 
which are impacted by the noisy co-tenants.

The proposed model can be sub-divided in two major 
tasks:

1. Identify noisy neighbour
2. Deal with the noisy neighbour. 

Figure no. 1 Proposed Research Framework 
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4.1. Identify the Noisy neighbour
The noisy neighbour introduces the problem of  perfor-
mance unpredictability1 for the other tenant applications 
sharing the same physical infrastructure because of its 
resource greedy nature. So in order to provide QoS1 to 
the cloud client, it is necessary to deal with the noisy 
neighbour and the first step to do this, is to identify the 
noisy neighbour. The authors have proposed the follow-
ing approaches to identify a noisy neighbour:

1. Monitoring the cloud applications based on identi-
fied parameters

2. Heuristics based approach to classify the applica-
tions

The proposed approaches are discussed below in detail.

4.1.1. Monitoring the Cloud Applications based 
on Identified Parameters
The proposed model is based on monitoring and cap-
turing  the following metrics based on the consumption 

of the system resources by the applications deployed on 
VMs dynamically to  facilitate proactive action.

Table no. 1 Cloud parameters to be measured

S. No. Parameters to be Measured

Memory usage

Network bandwidth consumption
Storage Usage

I/O operations

IO Error

Memory R/W Error (5xx Errors can occur)

The virtual machines are running on top of a hyper-
visor deployed on the physical hardware (hosts). The 
concept of cloud is based on increasing the resources 
utilization of the physical hardware. So, the hypervisor 
shares the limited physical resources like CPU cycles, 
memory, disk bandwidth, network bandwidth etc. In 

Figure no. 2 Flowchart depicting the high-level view of the proposed system
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such an environment of resource contention, the problem 
happens when a guest application must wait for its turn 
to use the physical resource. This is the “noisy neighbor” 
problem. To identify a noisy neighbour, the application is 
monitored continuously to capture the metrics defined in 
Table 1. When any of the metric crosses the pre-defined 
threshold  a noisy neighbour is identified. Noisy neigh-
bour consumes the memory, network bandwidth, storage 
and has high volume of I/O operations and impacts the 
performance of the neighbour applications thereby caus-
ing IO Error, Memory R/W Error in other applications.

4.1.2. Heuristics based Approach to Classify the 
Applications
The historical39,42 data can help in determining the noisy 
neighbours. Based on the usage pattern of the applica-
tion, it can be predicted that an application which has 
been resource greedy in the past will be resource greedy 
in the future too. Better visibility into performance heu-
ristics will help in the ongoing management of the cloud 
applications.

4.2. Dealing with Noisy Neighbour
The noisy neighbour impacts the other tenant applica-
tions on shared infrastructure by consuming majority of 
available resources40,41 and degrading their performance. 
So, once the noisy neighbour is identified using one of 
the discussed approaches, the next step is to deal with 
the noisy neighbour. The authors have the following 
approaches to deal with the noisy neighbours:

1. Cloning or migration of smaller applications on 
separate node on the Cloud.

2. Borrowing resources from other nodes.
3. Implementing quota system for resources
The proposed approaches are discussed in detail 

below.

4.2.1. Cloning or Migration of Victim 
Applications on Separate Node on the Cloud
In the proposed Victim migration policy, migration of 
the resource starved victim applications is triggered 
when a noisy neighbour is identified in a shared physi-
cal infrastructure. We chose the victim application rather 
than noisy neighbour for migration because of the low 
migration overhead. The new home node chosen for the 
application can be based a number of parameters like 

physical proximity, performance, current resource utili-
sation etc.

Figure no. 3 Migration of victim applications on separate 
node on the cloud

A lot of research has been done in the area of VM 
migration and a number of VM migration policies have 
been proposed.  The VM migration can be done for a 
number of different reasons such as such as improving the 
power efficiency, satisfying performance requirements, 
improving the network performance and communi-
cation costs. There are a number of  challenges around 
VM migration across cloud nodes. An application has a 
large volumes of data. So, an application migration across 
a node would involve transfer of  the associated large 
volumes (typically 1-30GB in size) over limited shared 
bandwidth. This can degrade the network performance as 
VM migration may consume significant amount of net-
work bandwidth.  Also, multi-tier application with data 
layer, user interface layer, business logic layer can have 
its layers deployed on separate VMs. In the case of such 
applications, the complexity of migration would increase. 
A number of approaches for live VM migration have 
been proposed. The live migration is carried out in two 
phases which include switching the control to the desti-
nation node and transfer of data to the destination node. 
Based on which phase is carried out first, the live migra-
tion can be broadly classified into two types, pre-copy  
and post-copy. In the pre-copy VM migration, suited 
for read intensive workloads, the memory is migrated 
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first followed by execution migration. In the post-copy 
VM migration, suited for write intensive workloads, the 
order of the above mentioned phases is reversed. The first 
phase of pre-copy VM migration memory invloves trans-
fer of RAM contents iteratively such that in subsequent 
iterations, the dirtied content since previous iteration are 
transferred. The next phase of pre-copy involves transfer 
of application execution from source to the destination. 
This is achieved by stopping the execution of application 
instance on the source, copying its current state  viz. CPU 
state, registers, virtual devices state, last memory pages 
etc to the destination and then resuming the application 
instance execution on the destination. The post-copy 
migration37,38 also follows a similar process but reverses 
the order of phases. The first phase of post-copy involves 
transfer of application execution from source to des-
tination followed by the second phase which involves 
memory transfer. On-demand paging is used to transfer 
the data from source to destination node thereby caus-
ing page faults, degradation of performance and increase 
in VM migration time. Clark et al.22  have proposed  a 
live VM migration tool which is capable of migrating live 
VMs between LAN-connected nodes. The model is based 
on the assumption that a VMs persistent image is stored 
on a shared network-accessed storage system. A similar 

model for VM migration on LAN connected platforms 
was proposed by  Lagar-Cavilla et al. 30 based on clon-
ing live VMs. The proposed mechanism also assumes the 
source and destination share a copy-on-write storage sys-
tem storing the VM images. Sapuntzakis et al.23 proposes 
a system for virtual machine live migration that tracks the 
similarities between the master image and the transferred 
image to significantly reduce the volumes of data transfer. 
Hirofuchi et al.24 proposes a post-copy VM live migra-
tion mechanism that prioritises the recently accessed 
data blocks for migration over others. On the other hand, 
Bradford et al proposes a post-copy migration technique 
of VM disk image transfer at the same time as VM’s live 
in-memory state transfer. 

4.2.2. Borrowing Resources from other Nodes
When a noisy neighbour, impacts the other tenant appli-
cations by consuming most of the available resources, 
there is a performance degradation of  the other resource 
starved applications. In such a case of massive over-provi-
sioning, the resources can be borrowed from other nodes. 

One of the most used resource sharing methods for 
computational grids currently is  Beowulf clusters com-
puters that uses Beowulf Allocator as34 a resource allocator 

Figure no. 4 Borrowing resources from other nodes
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that allocates  resources on any cluster in the grid. In case, 
there are not enough resources on the cluster, it automati-
cally borrows resources from other clusters in the grid.  
SETI@home25 (“SETI at home”), a cycle stealing applica-
tion is another example of resource sharing. 

It is an Internet-based public volunteer comput-
ing project hosted by the Space Sciences Laboratory, 
at the University of California, Berkeley, in the United 
States making use of processor time that would otherwise 
be unused. Grid Infrastructures that use meta-schedulers 
like Globus35, Condor35 , InVIGO36  and PUNCH 28  pro-
vide access to unlimited computation resources without 
incurring the full cost of ownership. Some systems which 
allows dynamic sharing (by borrowing and lending) of 
resources between multiple clusters are VioCluster27, 
Cluster-OnDemand27.  

4.2.3. Quota system for Resource Allocation in 
Cloud
We can define quota of computing resources like storage, 
network band etc. that restricts applications from using 
resources of other applications in use. This would not 
completely ensure that resource greedy applications can-
not take over the resources used by smaller applications 
with less resource hunger but increase the probability of 
this happening less. Resource quotas are helpful to allo-
cate, track and limit resource utilisation. Cloud quota 
system would keep a track on tenant application’s usage of 
system resources, allowing the cloud administrator to set 
limits on the usage of these resources. Quota limits can 
be set per application. Allocated resource quotas for users 
and groups with quota management features would also 
help control resource allocation across clusters, defined 
by users and groups and analyse cloud usage patterns. 
Windows Azure28 web sites imposes quotas on comput-
ing resources like File System/Storage,  Egress Bandwidth, 
CPU Time,  Memory and Database at data-center and 
regional level. Windows Azure portal provides  a dash-
board that helps users to track their usage an diagnose 
future usage. OpenNebula29 has a powerful and extensible 
built-in monitoring subsystem and resource quota man-
agement to allocate, track and limit resource utilisation.

5. Experimental Setup
The proposed system has been built using component 
based software development techniques that can be 

extended and enhanced in future. The private cloud envi-
ronment has been setup using Ubuntu Enterprise Cloud 
(UEC)31 and Eucalyptus32. UEC is a stack of applications 
from Canonical included with Ubuntu Server Edition. 
UEC includes Eucalyptus along with a number of other 
open source software. Eucalyptus is an open source 
software that provides a platform for creation and man-
agement of private/public cloud.

Therefore, the scope of our work is to test the designed 
approach for dealing with noisy neighbour in a cloud 
environment.  To test the designed approach, the first step 
is to create a cloud environment testbed with noisy neigh-
bours deployed on it which causes resource starvation for 
other deployed applications. In order to test the proposed 
design, the authors have created a Java based application 
deployed on private cloud setup to monitor the defined 
metrics. The authors have setup the environment using  
Linux Shell having 3 Machines with i3 Processor and 
8 GB RAM and 500 GB storage and Hypervisor KVM, 
Database MySQL.

Table 2. Tools and technologies used

Operating System
Ubuntu Server Edition , 
Ubuntu Desktop Edition

Cloud Management Suite Eucalyptus

Programming Languages J2EE ,XHTML, JavaScript, 
XML , Shell Script

Database MySQL

Virtualization Software KVM

The first step to deal with a noisy neighbour is to iden-
tify a noisy neighbour. The authors have developed a Java 
based application  that can be deployed on a cloud based 
infrastructure that provides the following capabilities

•	 Monitoring the cloud applications based on 
identified parameters

•	 Heuristics based approach to classify the applica-
tions

The application would continuously monitor the 
applications deployed on cloud based infrastructure to 
the metrics viz.  Memory usage, Network bandwidth 
consumption, Storage Usage, I/O operations, IO Error, 
Memory R/W Error (5xx Errors) to  facilitate proactive 
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action and to persist the metrics based on time stamp for 
each application to help in future guidance

6. Conclusion and Future Scope
Cloud  computing has made it possible for enterprises to 
outsource their computing resources requirement in a 
more economic and flexible manner. A consequence of 
multitenant model of cloud is complete lack of perfor-
mance predictability because of resource contention. In 
this paper, the authors have proposed a model to moni-
tor the resources consumed by cloud hosted applications, 
identify and deal with noisy neighbour and victim appli-
cations. This would help in actively and proactively deal 
with noisy neighbours and reduce their affect on the other 
tenant applications on a shared infrastructure Monitoring 
the resource consumption of the applications would help 
categorize the applications based on their resource con-
sumption pattern. This would help to focus  research to 
improve the QoS of a cloud by moving in the direction  
of analysis of behaviour . In future, authors plan to do a 
comparative analysis of the proposed methodology and 
incorporate the  security and fault tolerance mechanisms 
features in the same. Authors also plan to carry out a 
comparative analysis of  advanced migrating techniques 
and use them to enhance the proposed system. 
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