
Abstract
Objectives: This research paper, based on fuzzy entropy, adapts a new method along with firefly concept, seeks to select 
quality features. At the same time it removes redundant and irrelevant attributes in high dimensional data. Methods/
Statistical Analysis: Feature selection can be understood as a data prepossessing method in order to reduce dimensionality, 
eliminate irrelevant data and sharpening of accuracy. In the pattern space, fuzzy entropy is used to estimate the knowledge 
of pattern distribution. The study of the lightning quality of the fireflies has led to the introduction of the Firefly Algorithm 
for computing models. This work proposes an algorithm for selecting features by integrating fuzzy entropy and firefly 
algorithm. Our proposed algorithm’s performances are analyzed using four different high dimensional data sets WILT, ORL, 
LC and LTG. Findings: The algorithm which is introduced here is further experimented with four variant data sets and 
the results shows that this algorithm out performs the traditional feature selection method. Also our proposed algorithm 
achieves maximum relevance and minimum level of redundancy. The performance metrics such as sensitivity, specificity 
and accuracy gives significant improvement when compared with existing FCBF algorithm. Applications/Improvements: 
Our optimized proposed algorithm efficiently improves the performance by eliminating redundant, noisy and insignificant 
features and can be applied on all high dimensional data sets.
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1.  Introduction
Our times have witnessed a phenomenal rise in the day 
to day collection and storage of huge data in various 
domains. There is an accumulation of vast data sets and it 
results in applications like machine learning, recognition 
of pattern, signal processing, text mining and web mining 
which has become very hazardous to develop or extort. In 
order to understand a given fact of concern, all the vari-
ables measured are not necessary in a high dimensional 
data. So attribute reduction becomes a major issue in 
handling high dimensional datasets. Data mining is vital 
in the course of discovery of knowledge in databases and 
is inevitable to derive important business information. It 
involves many stages like cleaning, reduction, integration, 
conversion, mining, pattern identification and presenta-
tion of knowledge. There are two types in data mining tasks 

namely, descriptive and predictive. What summarizes the 
relevant properties of data is termed as descriptive mining 
and what reveals the necessary information by surfing the 
present data is called as predictive mining. The various 
models of data mining are classification and prediction, 
clustering and association rules. This study concentrates 
on the applications of clustering and classification.

There are many stages to eliminate the redundant and 
irrelevant data from high dimensional data among which 
dimensionality reduction is an important one. One of 
the popular methods adopted for this purpose is feature 
selection. It is a method to select good features to achieve 
the target concept. There is an added advantage in mining 
on a minimized set of features. It decreases the features 
shown in the patterns identified in order to simplify to 
understand1, Sequential search2, non linear optimizations3 
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and Genetic Algorithms which are search approaches on 
feature selection algorithm. The feature selection process 
proceeds in the forward and the backward directions 
known as forward selection and backward selection 
method respectively. Forward selection begins without 
any variables and the variables are added at each step. It 
minimizes the error rate to the maximum and even to the 
extent of no further increase of variables does not reduce 
the error. On the contrary, backward selection begins with 
the entire set of variables. Consequentially, it eliminates 
the variables one after the other at every stage. It decreases 
the error rate to the maximum, even to the level of any 
further exclusion increases the error.

Fuzzy entropy enables partition of the input space into 
decision regions in order to choose appropriate features 
with good separability for the classification task. This 
idea has been defined in diverse ways4–10 as well as so 
widespread in applied areas like economics, mathematics, 
communications and statistical thermodynamics11–13. 
Meta heuristic algorithm assumes a vital role in soft 
computing and computational intelligence in the sphere 
of present day global optimization algorithms. A subset 
of meta heuristics is called as ‘Swarm Intelligence’ (SI) 
based algorithm which are developed by imitating the 
behaviors of natural agents such as fish, birds, humans 
and others. Among the nature inspired optimization 
algorithms, Firefly Algorithm is one which can produce 
effective solutions for a large number of problems. This 
study presents a novel approach for selecting features by 
integrating fuzzy entropy and firefly algorithm.

2.  Related Work
Machine Learning (ML) is an emerging branch of study 
with numerous applications in various fields like Natural 
Language Processing14, Bio Informatics15 and Image 
Processing16. It facilitates the analysis of large quantities 
by providing the necessary tools. One of the important 
basics in study of Machine Learning is feature selection. 
The feature selection identifies the important features, to 
enable the Machine Learning algorithm to concentrate on 
data which is helpful for researching and extracting new 
results. Algorithms on feature selection again and again 
identifies candidate subset and measures its optimality 
using the evaluation function. The feature selection 
approach, while it selects the candidate subset, intends 
to provide dimensionality reduction, insignificant data 
elimination, learning efficiency improvement and result 

accuracy17,18. The success of the feature selection depends 
on the dimensionality reduction of data and the improved 
performance of ML. Since the 1970s, feature selection 
has occupied a central place in the scientific researches, 
significantly in the area of identifying the statistical 
models19,20 and Machine Learning 21.

Among the two approaches used to select features, 
namely, the filter approach and wrapper approach, the for-
mer is better in analyzing high dimensional data. Within 
the filter approach, there are various feature selection 
algorithms. It is broadly divided into two types, namely, 
Feature weighting algorithm and subset search algorithm. 
Relief22 is very familiar among the feature weighing 
algorithms which weighs feature’s capacity to distinguish 
events of various results depending on criteria related to 
distance. The disadvantage with Relief is that it is unable to 
deal with the removal of redundant features23. Relief-F24, 
which is an extension of Relief, although is a competent 
algorithm in various ways, it is inefficient regarding the 
redundant features. As redundant features have adverse 
effects like increased computing time and lack of precision 
in learning algorithm, it has to be removed25,26.

CFS27, FCBF28,29 and CMIM30 are algorithms which 
deal with the redundant features. CFS emerges from the 
assumption that features in a good feature subset correlates 
extremely with the target class but does not correlate with 
each other. FCBF is an efficient fast filter method to identify 
relevant features and redundancy. CMIM repeatedly selects 
features to increase the mutual information. FAST31 algo-
rithm is distinct from the above mentioned algorithms and 
it selects features by using methods based on clustering. 

The Genetic Algorithm32 is one of the recent 
developments among the various types of feature selection 
algorithms. The GA is an evolutionary algorithm, biologi-
cally based and very efficient in scientific and engineering 
optimization33. Comparisons in the performance of GA 
with other classical algorithms has shown the usefulness 
of GA in the selection of features and had been published 
in several articles34,35. In GA, the chromosomes of the 
present generation is compared with fit chromosomes 
and selected credibly as seeds for the future generation by 
random mutation and cross over. 

A new mathematical tool, rough set theory, deals 
with uncertainties and ambiguities of decision mak-
ing. It had been actively used in all fields36. It selects the 
reduced set of set of all the qualities of the decision pro-
cess. Medical data sets facilitate the introduction of rough 
set and neural net work based reduction37. Protocol based 
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for finding optimal solution and sizing of STATCOM56. 
Several attempts have been made to bring together the 
RSAR approach with nature inspired algorithm to maxi-
mize the efficiency such as Gen RSAR57, Ant RSAR58, 
PSO-RSAR59 and Bee RSAR60 which are based on Genetic 
Algorithms, Ant colony optimization, particles swarm 
optimization and Bee colony optimization respectively.

However, the performance of Gen RSAR, Ant RSAR 
and PSO–RSAR are irregular and differ with the parameter 
values. Although Bee RSAR algorithm does not need any 
random parameter supposition, still it is slow to select a 
reduct61. Paper62 presents a modern approach for feature 
selection based on nature inspired firefly algorithm. 
Papers63,64 formulates a new meta heuristic algorithm by 
combining Levy’ flights with a search strategy via firefly 
algorithm.

This study aims to propose an efficient algorithm for 
feature selection by integrating the fuzzy entropy and 
firefly algorithm. In Section 3, fuzzy entropy method, fire-
fly algorithm, our proposed architecture and algorithms 
are discussed. Section 4 deals with the performance 
analysis of our proposed algorithm with existing works.

3.  Methodology

3.1 � Fuzzy Entropy based Feature Selection 
Method

Entropy is a quantity of uncertainty as a result of arbi-
trary research. The concept of fuzzy entropy is expansion 
to Shannon entropy in which the assessments of entropies 
are facilitated by the fuzzy sets. Fuzzy entropy is estimated 
by calculating the membership using Fuzzy C-Means 
clustering algorithm (FCM). Trivedi and Bezdeck pres-
ents Fuzzy C-Means algorithm given by,
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Instead of each pattern, FCM algorithm computes the 
membership of every attribute in all clusters. The clusters 

classification was proposed38 using Genetic Algorithm 
with logistic regression and applied on KDD99 dataset. 
Methods to analyze data were formulated39. They deal 
with methods based on rules, Machine Learning and 
artificial intelligence.

A study deals with discernibility matrix and 
information gain to minimize features is presented40. 
Another finding introduces a new method about feature 
subset selection based on Fuzzy Entropy measures in 
making decisions41. Further an efficient feature selection 
technique using supervised Fuzzy information theory was 
proposed in42. In paper43, offered a method which consid-
ers boundary samples while selecting features. Thus Fuzzy 
entropy method does not measure the purity of data sets. 
This method finds suitable attributes to obtain improved 
classification accuracy. A technique for innovative fea-
ture subset selection based on Fuzzy entropy measure 
was proposed in44. In45 hybrid feature selection method 
is presented for network intrusion. In this paper, it deals 
with a new algorithm based on hybrid method which 
combines information gain and Genetic Algorithm in 
order to select features. Clustering is a technique used 
to choose features for classification. Paper46 which gives 
an example of clustering technique that combines of two 
clustering algorithms to achieve a quality cluster of even 
small data points.

In handling modern global optimization problems47–49, 

meta heuristic algorithms motivated by nature are very 
dominant. A subset of meta heuristics referred to as Swarm 
Intelligence (SI) based algorithms have been developed by 
imitating the natural behavior of biological agents such as 
birds, fishes, humans and others. The swarming behavior 
of birds and fishes led to determine particle swarm opti-
mization50, while the flashing pattern of tropical fireflies 
developed the firefly algorithm51,52. Likewise, the broad 
parasitism of some cuckoo species inspired the cuckoo 
search algorithm53. The Firefly Algorithm has proved to 
be very efficient among these new algorithms in dealing 
with multimodal global optimization problems.

Rough Set based Attribute Reduction (RSAR)54 

approach offers theoretical base to feature selection 
problems which need exhaustive search and which is not 
practical for large number of datasets. Various heuristic 
and random search strategies such as Quick Reduct and 
Entropy Based Reduct55 are more efficient to overcome 
difficulties. Comparatively, algorithms inspired by nature 
are far more efficient to deal with complicated problems 
like optimization. Firefly OPF algorithm is implemented 
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where the second term is due to attraction. The third term 
is randomization with randomization parameter αt and 

t
iQ  is a Gaussian distribution vector of random numbers. 

If β0 = 0, it becomes a random walk. If γ = 0, it reduces to 
particles swarm optimization. 

The basic Firefly Algorithm assumes that there exists n 
fireflies xi (i = 1 . . . . n) initially placed arbitrarily in space. 
The light intensity I of each firefly is determined by the 
objective function f (x). ie I = α f (x). If Ii>Ij, j=1….n, j≠ i, 
the less brighter firefly j will move towards more brighter 
firefly i. The attractiveness varies with the distance γij = d 
(xi,xj). Also, the light intensity decrease with the distance 
from its source and it is also absorbed in the air deter-
mined by the absorption coefficient. 

3.3  Proposed Work
This study aims to provide an optimized feature selection 
algorithm using Fuzzy entropy with Firefly concept in 
high dimensional data. Features can be extracted using 
fuzzy entropy and Fuzzy C-Means algorithm. The redun-
dancy can also be removed. Firefly Algorithm is a powerful 
nature inspired optimization algorithm that can produce 
competitive solutions for a wide variety of problems. This 
work combines both fuzzy entropy and Firefly Algorithm. 
Figure 1 depicts the proposed architecture of this paper.

The following is the pseudo code of our proposed 
Optimized Feature Selection using Fuzzy Entropy and 
Firefly (OFEFLY) algorithm.

Procedure OFEFLY
{

Input: N – set of all features (fi where i= 1 to N)
Output: Sbest – Reduced set of features

  •  Begin,
  •  for i = 1 to N do begin,
  •  calculate FEi,c for fi;
  •  if (FEi,c> = δ),

are represented by centroid. Rather than calculating 
probability of a particular feature which will be in every 
precise class and then normalizing them, the feature’s 
actual membership is found using FCM in the classes 
which also sum up to one. So the new term called match 
degree Dc is given by,
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The fuzzy entropy of the elements of class c is given 
by, 

	 FEC = - DC log DC� (5)

Fuzzy entropy along the universal set has to be 
calculated to find H(X), 
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In order to eliminate those features which have no 
major contributions, a threshold r has to be fixed. Thus 
features are selected using fuzzy entropy based on thresh-
old value. 

3.2 Firefly Algorithm
Firefly Algorithm (FA) was introduced by Xin She Yang, 
based on the flashing manners of fireflies. The three major 
rules of fireflies are:

Fireflies are unisex so that one is fascinated to the •	
other despite of their sex.
The attractiveness is proportional to their brightness •	
and both (attractiveness and brightness) depends on 
the distance between fireflies. 
The landscape of objective function determines the •	
brightness of the firefly. The less brighter firefly moves 
towards the brighter firefly. In case the less brighter 
firefly is unable to find a more brighter firefly, it moves 
in random. 

The firefly’s attractiveness is proportional to light intensity 
(β) seen by adjacent fireflies which varies with distance r 
and is given by

2

0  re gbb −= where β0 is the attractiveness 
at r = 0. The movement of a firefly i is attracted to another 
more attractive (brighter) firefly j is determined by:

	
2

1
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Figure 1.  Proposed architecture for feature selection based 
on fuzzy entropy and firefly concept.
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Output: Sbest – Reduced set of features 

 Begin, 

 for i = 1 to N do begin, 
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four different data sets (WILT, ORL, LC and CTG). 
WILT data set contains some training and test data from 
a remote sensing study by Johnson et al. that involved 
detecting diseased trees in quick bird imagery. There 
are few training samples for the ‘diseased trees’ class 
(74) and many for ‘other land cover class’ (4265). ORL 
data set includes the database of faces contains set of 
face images taken between April 1992 and April 1994 at 
the lab. The database was used in the context of a face 
recognition project carried out in collaboration with 
the speech vision and robotics group of the Cambridge 
University Engineering Department. LC data set contains 
multivariate data set about lung cancer with number of 
instances 3200 and number of integer attributes 56. CTG 
(Cardio Tomography) is a monitoring of fetal heart rate 
and uterine contractions database consists in total of 
552 intrapartum recordings with 21 attributes, which 
were acquired between April 2010 and August 2012 at 
the obstetrics ward of the University Hospital in Bruno, 
Czech Republic. 

4.2 Result and Analysis
In this section, performances of FCBF and OFEFLY 
algorithms are analyzed. The algorithms are executed using 
MATLAB. All tests are done on Dual Core Processor with 
2 GB RAM and 500 GB Hard Disk, running Windows 7. 
The analysis done with respect to Specificity, Sensitivity, 
Accuracy and Features selected are given below:

Accuracy is the overall performance which is 
calculated using the function. 

Accuracy = (TP+TN) / (TP+TN+FP+FN)

The findings of the entire four data sets with respect 
to Specificity, Sensitivity, Accuracy and Features selected 
are given in Table 1.

  •  append fi to S’list.
  •  end;
  • � Objective function f(x) : where f represents the SVM 

classifier accuracy; X=(x1,....xd) T

  • � Generate initial population of fireflies xi (i = 1 . . . . 
n) where xi ∈ subset of randomly selected features 
from S’list.,

  •  Light intensity li at xi is determined by f(xi) ,
  •  Define absorption Coefficient g,
  •  While (t< max Generation),
  •  for i = 1 : n all n fireflies,
  •  for j = 1 : i all n fireflies,
  •  if (lj> li ),
  •  Move firefly i towards j,
  •  end if,
  •  end j,
  •  end I,
  •  Rank the fireflies and find the current best Cbest;

  •  end while,
  •  Sbest = Cbest,;

  •  end;
}

3.1  OFEFLY Algorithm
Given a data set with N features and a class c, the algorithm 
finds a set of predominant features Sbest for the class con-
cept. It consists of two parts. In the first part, it calculates 
fuzzy entropy value of each feature, selects relevant fea-
tures into S’list based on the predefined threshold δ. In the 
second part, it further calculates the light intensity using 
SVM classifier accuracy of each firefly according to the 
formula l = l0e

igr where l0 is the original light intensity and 
g is the fixed absorption coefficient. The attractiveness b 
of a firefly is proportional to the light intensity seen by 
adjacent fireflies and is given by

2

0
igrebb = where b0 is the 

attractiveness at r = 0. The movement of a firefly is attracted 
to another more attractive firefly j is determined by,

	
2

1
0 ( )ijrt t t t t
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If brightness of j is greater than i, move i to j. Thus 
convergence of firefly is determined by its movements.

4.  Experimental Analysis

4.1 Experimental Datasets
In this section the performance of our OFEFLY algorithm 
is compared with the existing FCBF algorithm using 
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5.  Conclusion
The author introduced an optimized algorithm, utilizing 
fuzzy entropy and firefly concepts, for feature subset 
selection. This algorithm is developed to achieve maximum 
relevance and minimum degree of redundancy. Our 
OFEFLY algorithm performances are analyzed using four 
different data sets WILT, ORL, LC and CTG. We analyzed 
the performance metrics such as sensitivity, specificity, 
accuarcy and dimension metrics feature selection for all 
the data sets. Finally we compared the performances of 
OFEFLY and FCBF algorithm and proved that our pro-
posed algorithm outperforms FCBF algorithm. Thus 
OFEFLY algorithm not only selects relevant features but 
also enhance the performance by removing redundant, 
meaningless, corrupted and insignificant features.
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