
Abstract
Background/Objectives: In this paper, the process of automatically facial region localization and tracking in video frames 
through 3D mesh model is estimated. Methods/Statistical Analysis: The morphological regions of the face are  modeled into 
18 geometry based regions based on the various shape and expressions. The feature is estimated based on the  covariance 
matrix in high region space. Then, it undergoes to PCA to estimate facial deformations. Findings: The patterns feature is 
extracted and it mapped with the multi geometry mapping. Then, the corresponding wavelet transforms  extracted region 
into various dimension for geometry matching for classification. The proposed method achieves robustness based on its 
accurate transformation through wavelet analysis. The XM2VTSDB multi-modal face database is used to compare the real 
video sequence images. Application/Improvements: The experimental evaluation shows favorable results and yields 
99% detection rate over 15000 video frame images. The frames in the facial tracking data are calculated through various 
parameters and compared with the ground truth against standard Euler angles of the muti-modal database.
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1. Introduction
The robust monitoring of a face and its main  characteristics 
is an important issue in the field of computer vision 
and has many applications. Examples include security 
(surveillance, personal identification) or man-machine 
interaction. The methods of object tracking deforming 
3D vision typically based on a model of appearance and 
a model of temporal evolution of the objects. Appearance 
consideration may be global or local (encoded by eg. In 
the form of points of interest or contours). The appear-
ance model is used to explore the search space considered, 
using matching methods, maximizing a similarity crite-
rion. The monitoring of the face pose is present in many 
applications, playful perspectives as reality increased, for 
security protocols using facial recognition, through the 

man-machine interaction. Many approaches have been 
explored in the follow-of head movement. Some methods 
proceed monitoring of facial features to trace the informa-
tion about the pose. Facial characteristic is the description 
of a specific area of   interest of the face. These areas, such 
as the corners of the eyes, the nose tip or the corners of 
the mouth are common to all faces. They, however, look 
and different position in different individuals. Locate and 
track these features on mobile and unknown faces are 
major challenges. Designed their system monitoring1 with 
an Active Appearance Model (AAM) hierarchical. 2The 
facial features are areas represented by Gabor wavelets 
and profiles3 Grayscale. Many other monitoring systems 
are based on purely two-dimensional representations of 
faces. Their effective operation implies that areas of inter-
est are visible, which is binding on after laying the face. 
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The three-dimensional approaches have been developed 
with a view to include variations of rotation of the larger 
faces. The object tracking is a widely treated in thematic 
vision in applications as diverse as video surveillance 
(monitoring of vehicles or people), the road safety (moni-
toring head of the driver attention control) or the human 
interaction (monitoring of hands for the interpretation of 
language sign).

2. Earlier Work
The active appearance models have been proposed as 
 powerful tools for analyzing faces4. They can be used to 
track which faces both the form, the installation (often 
2D) and appearance vary time course. Monitoring meth-
ods based on such models, however, remain robust when 
image acquisition conditions differ from the training set 
(lighting, camera properties, dimming, etc.). Only close 
enough look of faces that of faces belonging to the learned 
class can also be followed in good conditions accurately. 
In5, the authors present the general problem of registra-
tion or alignment of the image, from a descent calculated 
gradient in an additive or compositional approach. In6, a 
model based on appearance a mixture model is recom-
mended for object tracking natural. It implements an 
estimate online model by EM algorithm. In7, a method 
consisting of two consecutive steps was developed to mon-
itor the 3D pose of the face and its deformations. The first 
step is learning the possible deformations 3D faces con-
tinuing binocular data. The second step is simultaneously 
pursuing 3D pose and facial deformities by calculating the 
optical flow associated with primitive followed. In8, the 
3D pose of the face is estimated by readjusting the cur-
rent texture of the face with respect to linear combination 
of texture templates and illumination. A stable tracking 
has been obtained by minimizing the least squares of the 
offset error. More complex models use close forms of the 
human face. Some forms may have a relatively appearance 
gross of only a hundred points describe the face; others 
may have a photo-realistic look. 9Developed a system to 
measure the movements of the head, which is modeled by 
an ellipsoid. The three-dimensional nature of the model 
allows disqualifying non-visible parts of the face during 
the process of tracking. The texture model is described 
by optical flow, while the estimate optimal parameters, 
installation are done using the simplex algorithm. 10Pro-
posed a similar approach with a cylindrical face model. 
Have chosen to optimize the illumination settings and 

installation simultaneously. Applied a form of  iterative 
weighting algorithm least squares11 to update their ref-
erence texture, considering the probable occlusions 
and illumination changes. Our belief is that the mod-
els 3Ds extracts real faces will be increasingly tailored 
to the face tracking that simplified forms. We there-
fore propose here an alternative method. Although our 
approach is built around publications12, we use a specific 
face model extracted from high resolution 3D scans of 
faces. Nowadays such a precise model Basel Facial Model 
(BFM)13 is not applicable in its original form for tracking 
implementations face. The number of points describing 
each face implies too high dimensionality and quantities 
of too large for common calculations machinery. To track 
an object, one of the methods most used is the Kalman 
filter, which, however imposes restrictive conditions on 
the system linearity and requires special adaptation for a 
three-dimensional monitoring from multiple 2D views. 
14In this, regions particulate filter tracking method that 
allows easily express tracking poses in 3D space merging 
the 2D information about different views. In this article, 
different particle filter algorithms are compared, includ-
ing multitasks methods such as simulated annealing15 and 
a variant taking into account the specificities of the face. 
These methods optimize the distribution of the particles 
by increasing the number of sampling for each frame.

3. Proposed Work
First, we present the appearance model of the face we use 
to represent facial structure. Then we propose a method 
face tracking and six elementary facial gestures, also 
called facial actions based on an algorithm of descent. 
This method extends the concept of online updated mod-
els described in16 to the case of monitoring 3D poses and 
motions on the face of the primitive (movements of the 
eyebrows, lips.) due by example, in facial expressions. The 
color distribution of a face and segmented face shown in 
Figure 1.

Columns matrices S and A respectively the units of 
shapes and facial actions. The τS and τA vectors encode, 
respectively, for their part, the parameters detaining face 
following 18 modes (Table 1) and facial motion parameters 
according to six methods (From 12 to 17). All S-shaped 
units provide way to adapt the 3D model in the face of the 
subject. A form unit applies a displacement (encoded by 
a vector) on a reduced set of points that govern the width 
of the eyes, face height, separations, etc. All units Action 
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the lower lip, stretching eyebrows, etc. Thus, the term SτS 
takes into account the variability while face, the term takes 
into account the intra-individual variability. S and A are 
constant over the model and τSτA encode variations. We 
assume that these two variations are decoupled, (IE) that 
the vector τA facial expressions will be supposed to be 
representative of all of the population and thus facilitate 
learning expressions. For a given person, all forms units 
τS are constant because it encodes the physiognomy of the 
face. In this part of this study, the τS vector is initialized 
manually, aligning the shape of the Candide model from 
the target face present in the first frame of the video. The 
depth of the face can be regarded as very small compared 
to the depth of the scene shot; the effects of perspec-
tives can be neglected. That is why we have adopted an 
orthographic projection to scale (low perspective). The 
projection matrix size 2 × 4 depends on the settings, 3D 
pose of the face (rotations and translations) and internal 
camera parameters (scale). We are planning a summit 3D 
model of Candide. Types of Mouth, Eyebrow and layers of 
Ear region is shown in Figure 2.

Pi = [Xi Yi Zi] T ⊂ g in the image at a point pi = [uivi] 
T by the following equation:

[ui vi] T = M [Xi Yi Zi 1] T
The state vector of Candide model consists of evolving 

parameters during follow: Laying information 3D (three 
rotations and two translations), the cam-data (scale) and 
facial gestures control vector τA. This is represented by a 
vector b of dimension 18 (0 to 17 models):

b = [.θ.x, .θ.y, θz,tx, ty, s, τAT] T 

3.1 3D Morphological Estimation
The objective of monitoring is the estimate of the  system 
state (in our case it is encoded by the vector bit) from 
a set of images, y [t] = {y1Yt} arriving by set accord-
ingly. Monitoring has two main components: (Tt) an 

Figure 1 (a) Color distribution of a face. (b) Segmented 
face.

(b)

(a)

Eyebrow right corner up

Eyebrow right middle up

Eyebrow middle up

Normal Eyebrow

Eyebrow left middle up

Eyebrow left corner up

Figure 2. Types of mouth, eyebrow and layers of ear 
region.

Table 1. Parameter defining in face tracking

No Model regions
Head height

Vertical position of the eyebrows
Vertical Position Eye

Eye Width
Eye Height

Horizontal separation of the eyes
Depth cheeks
Depth nose

Vertical position of the nose
Vertical position of nose

Vertical Position of mouth
Width of the mouth

Lift the upper lip
Lower the lower lip

Stretch horizontally lips
Lower eyebrows

Stretch vertically lips
Upper eyebrows

A provides way to reproduce the 3D model  movements 
face. Action unit applies a move on reducing set points 
that govern the lifting of the lip upper, the lowering of 
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 observation model that characterizes the facial texture 
and a  transition model that characterizes the kinetic (Dt) 
describing the evolution of the state between two observa-
tions. The texture modulates time t, Tt is the observation 
model. It models the texture of all the observations up 
to time t - 1. Its parameters vary over time, so this is an 
adaptive model. In each image, the observation is none 
other than the texture readjusted xτ (bt) = W (yτ, bt). 
An Automatic Facial localization Tracking Identification 
Biometric System Head tracking poses variation is shown 
in Figure 3.

Adaptation to the laying head tracking now describes 
the adaptation of the particulate filter in our context to 
track lying. Because the change in appearance of a face 
in the event of change of orientation, we consider simul-
taneously the three rotation angles and the position of 
the head. The status hidden xt looking at each moment 
is laying the face, observations, it’s the images acquired 
at this time and x (t) represents the laying of the parti-
cle. The predicting step changes the state of each particle 
between, observations; it therefore characterized changes 
in position and orientation of the head between two con-
secutive acquisitions (the period being 135 milliseconds). 
The acquisition rate is quite low, we choose a minimal-
ist  modeling change of poise during the advance. The 
functional Equation 2 simply reflects the advance along 
the examiner airlock. The rest of the installation changes 
between t–1 and t is expressed by adding Gaussian noise 

αt. Once the state of the updated particle the second step 
is to reassess their weight according to observations made 
at time t. The update procedure to date is as follows:

Selecting patches: Given the state x (t) a particle, the •	
3D points of the model is first projected on each image. 
Patches are then extracted around these  projections 
(Figure 5). By moreover, it calculates the pose of the 
head in the mark each camera to generate the syn-
thetic view is extracted and associated patches around 
the same 3D projected points. The correlation between 
patches of the model and those extracted observations 
can then be calculated as follows.
Similar in texture criterion: The aim being to •	
 simultaneously confirm the position and orientation 
of the face, pixel patches compared to pixel. Similarity 
is calculated by normalized cross correlation with zero 
mean (ZNCC) to be invariant to Face illumination 
changes during the sequence.
This system performs well, but as noted by its  designers •	
in the conclusions of their studies, it is derived occa-
sionally the target object. In particular, care, especially, 
was given to the optimization of forgetting factors 
influence on both the stability and adaptability of the 
system 2D tracking. We have therefore modified the 
original algorithm on two points:
To minimize drift, the appearance model is a more •	
updated view of the state related to the best particle. 
It is fed by detected by views face detector Viola-
Jones17 selected by spatial proximity and size criteria. 
- To preserve the robustness of the system outside the 
detection cone Viola-Jones - whose maximum angle 
is typically 40˚ - each likelihood of particle is then 
formed by a joint probabilistic model which combines 
its similarity in appearance model and its auto simi-
larities compared to the last observation, a Temporary 
template that evolves independently for each particle. 
Level- 1 Data Flow Diagram of the model estimation 
is shown in Figure 4.

The image frame S is said to be a MRF if:

 )|(),|(,
s

XXpsrXXpSs srs δ=≠∈∀  (1)

Where s and r are pixel locations in the lattice and rX are 
the gray-level at the s and r locations, respectively; sδ is an 
approximation of the pixel at locations and )|(

s
XXp s δ

is the probability of finding the gray level sX at locations 
given the gray levels in the neighborhood sδ 18 and the 

Figure 3. An automatic facial localization tracking 
identification biometric system head tracking poses 
variation.
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Gaussian parameter for the least square identification is 
given by:

 
2
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τ Shows the position (0o, 45o, 90o and 135o) along the 
pixel location r and R (s) is the estimated frame in the 
image and the response of the image is given by:
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Along with the four response images generated by jf ,

3.2 Principle Component Analysis
Usually applying a PCA on a set of N random variables 
X1... X N is known from a sample of achievements of these 

variables. This sample of the N random variables can be 
structured in a matrix M to K rows and N columns.

Var Ind X1 X2 … Xj … Xp

Ind.1 x11 x 12 … x 1j … x 1p

Ind.2 x 21 x 22 … x 2j … x 2p

… … … … … … …
Ind.i x i1 xi2 … x ij … x ip

… … … … … … …
Ind.n x n1 x n2 … x ni … x np

Each random variable X n which X 1 , n , ..., X K , n are 
independent realizations, has a mean \ X_n is a standard 
deviation V or σ of the data Xn.

If the achievements (the elements of the matrix M) are 
equal probability, then every achievement (a component 
X_ {I, j} of the matrix) has the same importance 1/Kin the 
calculation of sample characteristics. One can also apply 
a weight p {i} to each different embodiment of joint vari-
ables (for samples recovered, pooled data,). These weights, 
which are positive numbers sum 1, are represented by a 
diagonal matrix D of size Rxy:

(Rxy )ij = ☐ = e i , Yj ) i=1, …, p  et  j = 1, 
…, q :

The choice whether or not to reduce the point cloud 
(ie. K random variable realizations (X1... X N )) is a model 
of choice. If it does not reduce the cloud: A high variant 

 

Extraction of 18 model candidate 

Extract the pattern region 

Face Edge image 

Select the model over maximum face 
score 

Face score Calculation 

Identify the face region 

 

 

Iterate the each model

Ignore minor face score model

Figure 4. Level-1 data flow diagram of the model 
estimation. 
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variable will be “pulling” the whole effect of the PCA to it; 
if it reduces the cloud: A variable that is but a noise will 
end up with an apparent variance equal to an informative 
variable S2.

 2 2 2 2

1 1

1 ( ) ou ( )
n n

i i i
i i

S x x S p x x
n = =

= − = −∑ ∑  (5)

To understand, imagine that the variance of u is 
equal to the variance of the cloud; we would have found 
a combination of X n which contains all the diversity of 
the original cloud (at least the part of all its diversity cap-
tured by the variance). A criterion commonly used is the 
variance of the sample (in order to maximize the vari-
ance explained by the vector u). For physicists, it rather 
has the sense of maximizing the inertia explained by u 
(that is to say to minimize the inertia of the cloud around 
u). First, the covariance matrix of the feature is extracted, 
then the eigenvectors are analyzed from a new linear 
 transformation of the original attribute space: 

 1 1 2 2 3 3 4 4 5 5jPC f f f f fα α α α α= + + + +  (6)

Where j stands for the jet principal component () and 
),,,,( 54321 ααααα  are the features contributions to 

forming the component. The diagonal of the correlation 
matrix (or covariance if we place ourselves in a non-
reduced model), allowed us to write the vector which 
explains the more cloud inertia is the first eigenvector. 
Similarly the second vector which explains the bulk of the 
remaining inertia is the second eigenvector, etc.

 
( ) ( )

( ) ( )

1 1

1 1

1,1 1,

,1 ,

PC PC n

PC n PC n n

 
 
 
  







 (7)

In PCA, it is common that we want to introduce extra 
variables. For example, measurements of many quanti-
tative variables on facial poses, the facial tracking poses 

have variables, for example the spaces to which the face 
tracking poses. 

These data are subject to various quantitative variables. 
When analyzing the results, it is natural to try to connect 
the main components to the qualitative variable spaces. 
For this, the following results are produced. Identification 
on factorial designs, different species by representing, for 
example different colors. Image compression based on the 
wavelet distribution of two images is shown in Figure 6. 
Representation on factorial designs, plant centers of grav-
ity belonging to the same species. Indicates, for each center 
of gravity for each axis of a critical chance to judge the 
significance of the difference between a center of gravity 
and origin. In a series of P-frames, each pixel is regarded 
as a point of an affine space of dimension P, whose coordi-
nates are the pixel value of each of P frames over time. The 
cloud, thus formed by all the image points can be ana-
lyzed by PCR, (it forms a hyper-ellipsoid dimensions P) 
which determines its principal axes.

4. Wavelet Transformation
A wavelet is a function based on the wavelet  decomposition, 
decomposition similar to the Short-Time Fourier 
Transform19, used in the signal processing. It corresponds 
to the intuitive idea of a function corresponding to a small 
oscillation based on its name.Figure 5. Face mashing based on 18 geometrical regions.

Figure 6. Image compression based on the wavelet 
distribution of two images.
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0 ( )H ω

The z-transform shows the basic sampling theorem 
and it is shown below: 

 

[ ]
[ ]

1
0 0 1 12

1
0 0 1 12

ˆ ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

X z H z G z H z G z X z

H z G z H z G z X z

= +

+ − + − −  (8)

The initial set is the set of integral functions of a real 
variable x. The target set is the set of functions of a real 
variable. Concretely when this transformation is used in 
signal processing, it will be appreciated readily t, 

 
0 0 1 1

0 0 1 1

( ) ( ) ( ) ( ) 0
( ) ( ) ( ) ( ) 2

H z G z H z G z
H z G z H z G z

− + − =
+ =  (9)

In multi-resolution analysis, the technique reduces 
the size of digital information (quality of compressed 
information from the complete information), but also 
speed up the information display (display quality from a 
file compressed). The latter use is indispensable for car-
tographic where the quality and size of the information 
required are considerable. A signal f (x) can be analyzed 
as a linear combination of expansion functions. The 
single-scale filter bank of Figure 5 can be “iterated” by 
tying the approximation. It is based on the use of wavelet 
compression for the elimination of non-perceptible high 
frequency information from the eye. Figure 7 shows the 
sub band coding in wavelet transformed images. 

 ( ) ( )k k
k

f x xα φ= ∑  (10)

Similarly, the expansion function is given by the space 
of resolution as: 

 ( ) ( ) 2 (2 )
n

x h n x nφφ φ= −∑  (11)

The wavelet series expansion of function 

( )2( )f x L∈ R  relative to wavelet ( )xψ  and scaling 

function ( )xφ . We can write 

 0 0
0

, ,( ) ( ) ( ) ( ) ( )j j k j j k
k j j k

f x c k x d k xφ ψ
∞

=
= +∑ ∑ ∑  (12)

Where 0j  is an arbitrary initial scale and the
0
( )jc k ’s 

are normally called the factors coefficients, the ( )jd k
’s are the discrete wavelet coefficients. This expansion 
prominently used in facial image data compression and 
extraction, Fig 8 shows the relationship between scaling 
and wavelet function spaces.

 
0 0 0, ,( ) ( ), ( ) ( ) ( )j j k j kc k f x x f x x dxφ φ= = ∫   (13)

 , ,( ) ( ), ( ) ( ) ( )j j k j kd k f x x f x x dxψ ψ= = ∫   (14)

The sequence of the continuous function ( )f x .shown 
below to compare transformation:

 0

1

0 ,
0

1( , ) ( ) ( )
M

j k
x

W j k f x x
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=
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 (15)
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For 0j j≥  and

 0
0

0 , ,
1 1( ) ( , ) ( ) ( , ) ( )j k j k

k j j k
f x W j k x W j k x

M Mφ ψφ ψ
∞

=
= +∑ ∑ ∑  (17)

Where ( )f x ,
0 , ( )j k xφ  and , ( )j k xψ  are functions of 

discrete variable x = 0, 1, 2,M (1. The FWT shows the sim-
ilarity of tracking, extraction in the facial image scheme 
of various sections20. Consider again the multi-resolution 
Equation:

 ( ) ( ) 2 (2 )
n

x h n x nφφ φ= −∑  (18)

Scaling x by 2 j , translating it by k, and letting m = 2k 
+ n gives

 

( )
( )1

(2 ) ( ) 2 2(2 )

( 2 ) 2 2

j j

n

j

m

x k h n x k n

h m k x m

φ

φ

φ φ

φ +

− = − −

= − −

∑

∑  (19)

Similarity, 

 1(2 ) ( 2 ) 2 (2 )j j

m
x k h m k x mψψ φ +− = − −∑  (20)Figure 7. Subband coding in wavelet transformed images.
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Now consider the discrete wavelet transform. Assume 
( ) ( )x xφ φ= and ( ) ( )x xψ ψ= , we substitute Equation 

(20) into Equation (21), we get:

 0
0

1( , ) ( 2 ) 2 (2 )j

m
W j k h m k x m

Mφ ψ φ= − −∑ . (21)

Then we substitute Equation (20) into Equation (21), 
we get:

 

/ 2

/ 2 1

( 1) / 2 1

1( , ) ( )2 (2 )
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m x

W j k f x x k
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f x h m k x m
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M
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ψ

ψ

ψ

φ

φ
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 = − − 
 

∑

∑ ∑

∑ ∑  (22)

Where the bracketed quantity is identical to Equation 
(22) with 0 1j j= + . Therefore,

 ( , ) ( 2 ) ( 1, )
m

W j k h m k W j mψ ψ φ= − +∑ . (23)

Similarity, 

 ( , ) ( 2 ) ( 1, )
m

W j k h m k W j mφ φ φ= − +∑  (24)

The below block diagram show the general way of 
decomposing of the facial image into various feature 
based vectors and the two-dimensional FWT- the analy-
sis filter bank is shown in Figure 9.

( 1, , )W j m nφ + ( , , )W j m nφ ( , , )HW j m nψ ( , , )VW j m nψ

( , , )DW j m nψ

5. Overall Face Model
The mixture models can easily integrate different compo-
nents. They use it to make a face model law where each 

probability density is distinct population. So we can have 
a model that explains both the texture and occlusions. 
21,22Proposed use in connection with the block matching. 
Our second implementation is based on this approach 
applied to monitoring the position of the face and facial 
gestures. The observation xt undergoes a continuous 
and slow change when the subject changes the position 
his head in space or when changing expression Facial. 
It is not the same with occlusions of the face, changes in 
appearance (the subject may withdraw his glasses), video 
noise. Figure 11 eye candidate extraction. This brings us 
to build a mixture of laws containing two components: 
A stable component and a noise component. The Stable 
component: This component model the Stable and con-
stant phenomena of observation. Its probability density 
is normal ps (xt; microT, Σ2t). The parameters and micro 
Σ2t change slowly over time, they are respectively the 
mean and covariance that law. This component represents 
the texture model Tt the general method without the 
management of hidden. Figure 9 displays the process of 
image decomposition. The noise component: This com-
ponent models the Buns table or sudden phenomenon. 
As the pixels are normalized in the range11, it is 12 in our 
study. These two components are combined with a model 
of mixture (Figure 12).

Figure 8. The relationship between scaling and wavelet 
function spaces.

Figure 9. The two-dimensional FWT - the analysis filter 
bank.

Figure10. Process of image decomposition.
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flow within the corresponding area detected at the head, 
as a normal person, this is the only movement that occurs 
on the face. To do this, it has obviously, even normalized 
of the images once. It can ultimately also do a subtraction 
between two face images (centered and normalized). If an 
image has an eye and the other eye closed, it are supposed 
to appear as a single large “blob”, which corresponds to 
the difference between, pixel-by-pixel. Then, the latter two 
methods, although faster, are less robust. Data sequences 
used for the evaluation of our algorithms are derived from 
pre-acquisition systems of above. The ground truth is 
generated manually annotating nine point facial features 

6. Experimental Results

6.1  XM2VTSDB Multi-Modal Face 
Database

It contains four records of 295 subjects taken over a period 
of four months. Each record contains a talking head shot 
and a rotary whim. Data sets taken from this database are 
available, including color images of high quality 32 kHz, 
16-bit audio, video and a 3D model. For more information 
about the database and how to order it, follow the links at 
the side of this page. To ensure detection works despite 
the differences in brightness, it is necessary to normal-
ize other images (that of departure, the template), such 
as those against which it tested. For this, it can already 
make a white balance all images. It must have a way to 
spread the spectrum of colors in the image (the color his-
togram), for it covers all the available values   (there are the 
functions it need in MATLAB to access this histogram). 
Figure 13 Illustration of Wavelet Estimate the graphical 
region. After that, it can then change the color mode of 
representation to abstract lighting differences. So it takes 
the image in RGB, it equalized, as explained in on it, it 
passes in the HSV (or HSL, so is our case) and then the 
image HSV, it makes a Grayscale. In this case, it to write 
to passing loop colors_HSL> Grayscale, RGB function 
because cutworms MATLAB is optimized for color per-
ception of the human eye (that is not so not a mean beast 
of 3 channels but a weighted average, which would break 
completely in the case of HSV transition to gray). It can, 
for this conversion, make a pass on the channel 3 H, S and 
L, averaging a new Image single channel, which would be 
the image “HSV grayscale”. The waterfalls disenables with 
MATLAB to detect the eye correspond to an open eye. 
So if it wants to automatically build a template automati-
cally, it will inevitably open eye template. If it knows that 
it arranges an eye picture closed and then it can build a 
closed eye template, it will actually easy. It can also detect 
the blinking action of the eye using a computing optical 

Figure 11. Eye candidate extraction. 

Figure 12. The two-dimensional FWT synthesis filter 
bank.

Figure 13. Illustration of wavelet estimate the graphical 
region. 

Figure 14. Final 3D mapping on given image 
over datasets.
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two images for each moment. Their 3D positions (XIV) 
are then calculated knowing the constraints bipolar and 
are used to estimate the pose. This one is obtained by a 
method of minimization of least. Results of facial track-
ing of Data 1, Data 2, Data 3 and Data 4 through texture 
based PCM biased parameters shown in Tables 2-5.

6.2 Processing Time
The influence of the number of views used. The calculation 
time is related to the number of views used to calculate 
the likelihood particles; we also evaluated the influence of 
this parameter on the quality of monitoring. The results 
given in Figure 14 were generated using the algorithm 

Table 2. Results of facial tracking of Data 1 through texture based PCM biased parameters

DATA1 Minimum Quartile 1 Median Quartile 3 Maximum STD

FRAME1 0.03 0.47 0.63 0.8 0.79 0.3

FRAME2 0.12 0.49 0.59 0.8 0.77 0.13

FRAME3 0.02 0.40 0.57 0.74 0.9 0.25

FRAME4 0.03 0.37 0.59 0.72 0.77 0.23

FRAME5 0 0.39 0.54 0.74 0.9 0.24

Table 3. Results of facial tracking of Data 2 through texture based PCM biased parameters

DATE2 Minimum Quartile 1 Median Quartile 3 Maximum STD
FRAME1 0.03 0.45 0.63 0.75 0.89 0.4
FRAME2 0.14 0.55 0.67 0.72 0.84 0.16
FRAME3 0 0.33 0.64 0.76 0.83 0.27
FRAME4 0.06 0.5 0.62 0.8 0.85 0.24
FRAME5 0.07 0.43 0.63 0.76 0.84 0.27

Table 4. Results of facial tracking of Data 3 through texture based PCM biased parameters

DATE3 Minimum Quartile 1 Median Quartile 3 Maximum STD

FRAME1 0.03 0.45 0.64 0.8 0.79 0.3

FRAME2 0.14 0.6 0.5 0.8 0.79 0.17

FRAME3 0.02 0.37 0.58 0.77 0.9 0.25

FRAME4 0.05 0.38 0.55 0.76 0.79 0.24

FRAME5 0 0.39 0.59 0.75 0.9 0.27

Table 5. Results of facial tracking of Data 4 through texture based PCM biased parameters

DATA4 Minimum Quartile 1 Median Quartile 3 Maximum STD

FRAME1 0.03 0.47 0.69 0.75 0.81 0.3

FRAME2 0.15 0.56 0.67 0.74 0.84 0.15

FRAME3 0 0.5 0.62 0.77 0.83 0.26

FRAME4 0.07 0.5 0.64 0.75 0.85 0.24

FRAME5 0.07 0.40 0.65 0.77 0.83 0.24
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Taking consideration of the fourth camera only slightly 
improves performance because the information it carries 
is redundant in large part with the other views.

7. Discussion
In this study, we addressed the problem of monitoring 
face and facial gestures in a video sequence. It has pre-
sented two approaches based on a comprehensive model 
of the appearance of the face (facial texture) rather than 
local primitives. In the first approach, we use robust 
statistical outlier pixels to manage due to occlusions. In 
the second, the model appearance which was given by 
a Gaussian distribution is replaced by a mixture model. 
These methods have both the advantage of being flex-
ible since the model Appearance is learned during the 
monitoring phase and not previously. They are therefore 
not specific to a given subject. We were able to treat long 
video pre-recorded (10 minutes or 15000 images) but 
also direct purchases on multiple faces in the limit of 4 
at 5 frames per second. Quality monitoring, for extract-
ing the position of the head and expressions facial, was 
obtained by the two methods developed, this even in 
the presence of occlusions and variations brightness, 
demonstrating their effectiveness. This article presents a 
new installation of monitoring method based on a 3D 
model that adapts to the specific face. The three-dimen-
sional knowledge allows synthesizing the views of the 
head regions, which makes the monitoring more robust 
in spite of the variations in the orientation of the head 
(and thus the appearance in images). The precision gain 
is significant compared to a particulate filter using 2D 
extracts patches of the initial frame. Furthermore, the 
use of a particulate filter in a plurality of passes enhances 
the quality monitoring with calculation time similar. 
In particular, taking into account some characteristic 
for manual adjustment of likelihood functions (2PF) 
achieves better results than the simulated annealing two 
assists. The purpose of our application is to authenticate 
persons by means of a three-dimensional reconstruction 
of their faces, which may be refined over time by adding 
new information. (Equation 1) in the state cast hidden 
and filter values over the time. There will be jointly static 
and dynamic parameters to be evaluated, as done in12 for 
simple geometric shapes. Of the due to the increase of 
the number of variables to be evaluated, new optimiza-
tion methods particulate filter will be necessary to limit 
the number of particles.

and 2PF 250 particles, for 2, 3 and 4 cameras. With only 
two views, there is an error on the rise throughout the 
sequence. Adding a third camera significantly reduces 
the error, which remains, then less than 2 cm on the first 
twelve frames. This is due to the fact that by using only the 
two upper cameras (used pair for performance with two 
cameras), there is no vertical disparity, leaving uncertainty 
about the estimate of the poses. Adding a third camera 
located below the first two to dispel this  uncertainty. 

Graph 1. Frame estimation over the tracking location in 
the datasets.

Graph 2. Ground truth estimation of theXM2VTSDB 
Database over the input frames in video.

Graph 3. Ground truth accuracy of the XM2VTSDB 
Database over the input frames in video.



An Automatic Facial Localization Tracking Identification Biometric System through PCA and Wavelet Distribution in 3D Mesh 
Environment

Indian Journal of Science and Technology12 Vol 9 (32) | August 2016 | www.indjst.org

8. Conclusion
We propose in this paper a stochastic approach to track 
changes in pose and appearance an almost frontal face 
in them sequences Clip. This approach based on the 
principle of particle filtering known as PCA-Wavelet 
transformation algorithm name in the computer vision 
field. Particle dynamics are adaptive, guide by a deter-
ministic optimization. The distribution of observations 
is a derivative active appearance model and an estimated 
it integrate robust measures. The outcomes are present’s, 
including taking into account the facial blanking phases. 
In secondly, we introduce a second approach consists in 
replacing the active appearance model by appearance, tex-
ture to the constraint of learning debt shelf theappearance 
has to follow and the problem of sensibilities model in 
appearance to the reporting requirements of learningim-
ages. The proposed method achieves robustness based on 
its accurate transformation through wavelet analysis. The 
XM2VTSDB multi-modal face database is used to com-
pare the real video sequence images. The experimental 
evaluation shows favorable results and yields 99% detec-
tion rate over 15000 video frame images. The frames in 
the facial tracking data are calculated through various 
parameters and compared with the ground truth against 
standard Euler angles of the muti-modal database.
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