
Abstract
Objectives: Customer retention is one of the major requirements of any organization to gain competitive advantage. 
Accurately predicting the customer’s status can help organizations reduce and prevent churns. Methods/Analysis: 
This paper presents an analysis of churn data and issues related to churn data in terms of data size, attribute density, 
data sparsity and abstraction contained in the data. It discusses the advantages of utilizing metaheuristic techniques for 
churn prediction and in specific analyses ACO for churn prediction and performs a comparison with other metaheuristic 
algorithms and emphasizes the importance of using ACO. Findings: Experiments were conducted by implementing ACO 
and applying it on Orange Dataset. It was observed from the ROC curve that the points plotted falls to the top left of the 
graph, hence indicating good efficiency and a fluctuation from low to moderate false positive rates were observed. It could 
be observed from the PR curve that the ACO algorithm exhibits high recall rates and moderate precision rates. ROC and 
the PR plots indicate that there is still scope for enhancement in terms of reduction in false positive rates and increase in 
precision levels. It was identified that though ACO exhibits effective performance, the size of the dataset acted as a huge 
downside increasing the time taken. Due to the huge size of the data, memory requirements are very high, but due to 
the skewed nature of the data most of them contain null values. Applications/Improvement: Findings exhibited scope 
for improvement, hence research directions namely data structure identification to reduce memory requirements, graph 
based churn prediction and fuzziness incorporation in the prediction process were proposed.
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1.  Introduction
Customer churn prediction is one of the key factors in 
maintaining customer value for an enterprise. Increase 
in the amount of data generated and a better storage 
capability has ensured that all the generated data is stored 
and available for mining1,2. This data corresponds to the 
customer’s usage patterns, will provide valuable insights 
on their behavior. Churn is defined as the tendency of a 
customer to cease their operations with an organization. 
This most probably occur either due to dissatisfaction 
with the current organization or an alluring offer from 
a competitor. It is often quoted that obtaining a new 
customer is 5 to 6 times costlier than maintaining an 
existing customer3. Hence, predicting churn has become 
one of the inevitable requirements of today’s competitive 
business scenario4. Customer churn is a common 

occurrence in both service and product related areas. The 
probability of occurrence of churn is inversely proportional 
to the cost involved and the complexity of the migration 
process. Customer dissatisfaction remains to be the major 
contributor for the occurrence of churn5. Identifying cus-
tomers with dissatisfactions and identifying the reasons 
for dissatisfaction can reduce customer churn to a large 
extent6. 

The most commonly used techniques for churn 
prediction include artificial neural networks, support 
vector machines, logistic regression and decision trees7–10. 
A feature selection based dynamic transfer ensemble 
model for predicting churn was presented11. This 
method also incorporates the theory of transfer learning 
in the domain of churn prediction. Feature selection 
is performed in two phases; the first phase selects the 
initial feature subset and the next phase identifies the 
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mandatory properties and filters them. A tree based 
model that combines the advantages of ADT and logis-
tic regression was presented12. This method uses feature 
selection to identify the best attributes and builds the tree. 
Tree construction is performed entirely on the basis of 
customer characteristics. A B2B based churn prediction 
in logistics industry was presented13. This method uses 
an ensemble of classifiers (C4.5, MLP, SVM and LGR) to 
predict churn. A similar ensemble based churn predic-
tion method was presented14. This method uses Random 
Forest, Rotation Forest, RotBoost and DECORATE in 
combination with minimum redundancy and maximum 
relevance (mRMR). A Markov model based churn pre-
diction model was presented15. Several application based 
churn prediction models have also been proposed in 
recent years. Bank based churn model16,17, insurance 
based churn prediction18,19, customer churn prediction in 
telecommunications20, 21 etc.

2.  Churn Data: Issues
Churn is the tendency of a customer to cease doing 
business with an organization. Churn data is customer 
based, hence, contains all the properties that are related 
to a customer, both existing and past. Customer churn-
ing exists in all product and service related organizations. 
The following discussion presents the issues related to 
churn data and problems faced due to these intrinsic 
properties.

2.1  Data Size
Churn data deals with the customer’s properties 
corresponding to an organization. Hence, it has represen-
tations of all the customers operating with and operated 
with the organization. Hence, churn data is very huge 
in terms of the number of records especially in service 
related areas such as telecom and e-commerce, where 
migration is less complex from all aspects.

2.2  Attribute Density
Churn data should represent every property of a customer 
corresponding to the product or service that they utilize. 
Not all customers opt for the same type of service or prod-
uct. Hence every property of every product/service dealt 
by the organization should be represented in the churn 
data. As the number of product/service categories increase, 
the attributes also tends to increase. This leads to the data 

structure representing churn containing a large number 
of attributes. Considering the telecom industry, a mobile 
service provider can offer several packages dealing with 
voice calls, data, SMS, social networking based packages, 
etc. All these properties must contain representations in 
the data set, even though a customer interested in one 
package might not be interested in others.

Increase in data size in terms of records and attributes 
will lead to the final data structure becoming very huge 
and eventually Big Data.

2.3  Sparse Data/Missing Values
As discussed previously, churn data contains a large 
number of attributes. Practically, not all customers will 
be related to all the products/services offered by the 
organization. Hence only the properties corresponding to 
the customer’s interests will be filled in with appropriate 
values, while all the other properties contain null values. 
Hence churn data contains very sparse data with large 
number of missing values. But eliminating these properties 
is not possible, as the columns with missing values corre-
sponding to one customer will contain valid entries for 
another customer. Hence eliminating the levels of data 
sparsity or missing values is not possible. The prominence 
of this section is observable in the telecom data sets. For 
example, a customer totally inclined towards voice call 
will have null entries in the data section. This process will 
automatically create an attribute irrelevancy scenario, 
where an attribute is totally irrelevant to a customer, but it 
is still present as a part of the customer’s properties.

2.4  Privacy Vs Abstraction
Data privacy tends to be one of the major requirements due 
to the increased information associations in the form to data 
fusion. Maintaining abstraction in the customer data when 
utilizing it for analysis has become mandatory for an orga-
nization. However, this process tends to reduce the usability 
of the data. As the level of abstraction increases, user pri-
vacy increases, but usability of the data starts to reduce. 
Similarly reduced abstractions will provide an information 
rich data, but user privacy would be at risk. It is manda-
tory to maintain a balance between the level of abstraction 
applied on the data and the usability of the data.

2.5  Dataset Analysis
Orange Small and Orange Large datasets correspond to the 
French Telecom company’s churn data19. This is a benchmark 
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data, also provided as a part of KDD 2009 challenge22. The 
properties of Orange data are presented in Table 1.

3. � Metaheuristic Optimization for 
Churn Prediction in Big Data

Metaheuristic algorithms aimed at optimization have been 
in use for a long time, but their popularity has increased 
only recently. Though metaheuristics have been applied in 
several early studies, their results were not promising, hence 
their utilization was limited. This could be attributed to the 
size of the data being analyzed. In the earlier times, the data 
size was moderate, hence statistical techniques were able to 
produce effective results which were much better than the 
metaheuristic techniques. Since metaheuristic techniques 
were able to produce only optimal results and not the best 
results, their utilization scenarios were sparse. 

Due to the increase in the amount of data generated, 
the efficiency of the statistical techniques is now being over-
shadowed by the huge amount of time taken by them to 
produce solutions27. Hence the need for metaheuristic algo-
rithms has been realized. The small error that occurs as an 
intrinsic part of the solutions provided by metaheuristics 
has become acceptable in most applications whose major 
requirements is to provide faster results. The need for online 
processing has motivated the use of metaheuristics to a large 
extent28. Increased processing capacity from the hardware 
aspect has also enabled better and more effective processing, 
in turn increasing the accuracy of these optimization tech-
niques. This paper uses Ant Colony Optimization (ACO) to 
identify probable customers for preventing churn.

4. ACO based Churn Prediction

4.1  Ant Colony Optimization: Working
Ant Colony Optimization (ACO)23,29,30 is a metaheuristic 
technique that can be used to solve optimization problems. 

It has its inspiration from the food collecting behavior of 
the ants. It operates using a set of agents (ants) to identify 
the best solution in the search space. The agents contained 
in the ant system are primitive, however intelligence is 
brought about by communication and information shar-
ing. Information is shared by the process of reinforcing the 
pheromone trail. Pheromone is a chemical deposited by the 
ant on the best path identified by it. This deposition, rein-
forcement and evaporation cycle of the pheromone deposits 
enables to identify the best solution in the search space. 

Consider m to be the number of ants and n to be the 
number of nodes in the network, then the probability that 
an ant mi will select a node is given by

	 � (1)

where τij is the pheromone intensity in the edge ij and ηij 

is the visibility range of the edge ij. α and β are the weights 
provided to the pheromone trial and the visibility respec-
tively. Every time an ant needs to make a decision on 
selecting a node, the probability of all the nodes are iden-
tified using Equation (1) and Cumulative Distribution 
Function (CDF) is used to identify the destination node. 
Using CDF ensures that the ant also has scope for explo-
ration, rather than using only the pre-identified paths 
(exploitation). After every movement, the amount of 
pheromone to be deposited on the edge and the trail 
intensity of the edge is given by Equation (2) and (3).

The amount of pheromone to be deposited and the 
point at which the pheromone is to be deposited differs 
on the basis of the variant that is being used. The Ant 
Density model deposits a total pheromone of quantity Q 
(determined by the user according to the application) on 
the path that has been selected.

	 	
�(2)

Let τij(t+1) be the intensity of trail on pathij at time 
t+1, given the formula

	 � (3)

Δτij is the pheromone level to be deposited on the path 
ij and ρ is the evaporation parameter.

This process is continued till the termination criterion 
is met and the final solution is obtained by identifying the 
best solution among all the solutions generated by the ants.

Table 1.  Dataset analysis

Property
Orange 
Small

Orange 
Large

Attribute density 230 15000
No of Records 50000 50000
Missing Values 60% 60%

No of Numerical Attributes 190 14740
No of Categorical Attributes 40 260



Effective Customer Churn Prediction on Large Scale Data using Metaheuristic Approach

Indian Journal of Science and Technology4 Vol 9 (33) | September 2016 | www.indjst.org

Precision Recall (PR) Curve obtained from the test 
data is presented in Figure 2. It could be observed that the 
ACO algorithm exhibits high recall rates and moderate 
precision rates. Efficiency of the algorithms are measured 
with the density of the point plotted in the PR Plot in the 
top right region. ACO exhibits an accuracy level of 66% 
and an F-Measure of 0.55.

ROC and the PR plots indicate that there is still scope 
for enhancement in terms of reduction in false positive 
rates and increase in precision levels. It was identified 
that though ACO exhibits effective performance, the 
size of the dataset acted as a huge downside increasing 
the time taken. Due to the huge size of the data, mem-
ory requirements are very high, but due to the skewed 
nature of the data most of them contain null values. The 
next section discusses research directions and algorithm 
enhancements to eliminate all the downsides of the cur-
rent method to improve the accuracy levels and reduce 
the time and memory requirements.

6.  Research Directions
 The memory requirements of ACO indicate that the 
churn data requires a huge amount of memory, however 
the dataset analysis in Section 2.5, indicates that size of 
the usable data constitutes only 40% of the total data. This 
is attributed to the customer’s irrelevancy towards most 
of the attributes in the dataset. Hence it could be con-
cluded that unstructured storage of such data will lead to 
a huge reduction in the memory requirements. Hence an 
unstructured data storage scheme would be much suited 
compared to a structured storage for churn prediction. 

Property graphs that depict data in the form of nodes 
and edges are the preferred structures for processing churn 
data. A property graph is a connected structure containing 

4.2 � ACO Vs Other Metaheuristic 
Approaches

Several metaheuristic techniques such as Particle Swarm 
Optimization (PSO), Firefly, Bee Colony and Artificial 
Bee Colony Optimization (ABC) etc., exists in literature. 
On analysis it could be identified that most of the meta-
heuristic techniques are similar in working, in the sense 
one could be considered as a variant of another25,26. For 
instance, Firefly algorithm could be converted to standard 
PSO by setting the absorption co-efficient to zero and 
replacing the inner loop by the current global best. 

ACO was the first concrete algorithm to be presented in 
the field of metaheuristics, while most of the metaheuris-
tic techniques provided just an idea based on the analogy 
from nature. The analogy of ants solving an optimiza-
tion problem was strong and quite simple to understand. 
Further, convergence of ACO has been analytically 
proved by Gutjhar24, whereas most other algorithms are 
still being used based on experiments rather than math-
ematical proofs. Another major advantage is that ACO 
operates on a discrete search space and is dynamic in 
nature, which coincides with the churn prediction prob-
lem. While PSO operates in a continuous space, Firefly 
algorithm requires too many computations in the order 
of O(n2), where n is the number of records (cities) con-
tained in the search space. Since churn data involves too 
many customers, the operating time becomes unaccept-
able. Hence, ACO has been our choice of algorithm to 
operate on churn data. 

5.  Experiments and Discussion
Experiments were conducted by implementing ACO 
using C#.Net on an Intel Core i7 (Quad Core) machine 
with 16GB RAM. Orange small dataset was used for the 
classification process.

Receiver Operating Characteristics (ROC) plot 
obtained from the test data is presented in Figure 1. 
It could be observed that the True Positive Rate (TPR) 
remains high representing effective classification of the 
positive entries. The False Positive Rate (FPR) however 
exhibits a maximum level of 0.45. Situation of points in the 
top left region of the ROC plot indicates good efficiency 
in classification algorithms. Though the false positive rate 
fluctuates from low to moderate, it could be observed that 
the points plotted falls to the top left of the graph, hence 
indicating good efficiency.

Figure 1.  ROC plot.
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results relating to accuracy of the classification process and 
the time taken to complete the process and the pros and 
cons related to this approach are discussed. The research 
directions are proposed based on the data analysis and 
the experiments conducted using ACO.
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