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Abstract
Background/Objectives: The improvement of the speech quality is an essential component in this modern world. Though 
different methods have been used by many researchers since a long period, still the research field is open to work further. 
In this paper, we have analyzed the same using adaptive algorithms. Methods/Statistical Analysis: The algorithms like 
Least Mean Square (LMS) and Recursive Least Square (RLS) are used to improve the quality. Further, State-Space Recursive 
Least Square (SSRLS) algorithm is developed for enhancement of the noisy speech. The existing Spectral Subtraction (SS) 
algorithm is verified for two types of noisy speech. Also the standard adaptive algorithms have been experienced for these 
signals. Findings: Spectral Subtraction method is implemented initially. Then LMS and RLS algorithms are tested for two 
different types of noisy speech signals. In case of LMS, the improvement of SNR is 8.2822 dB for random noise and 6.5245 
dB for babble noise. Whereas for RLS algorithm, the SNR improvement is 11.7152 dB for random noise and 14.3883dB for 
babble noise. The SNR after enhancement is 43.5409 dB and 47.2456 dB for random noise and for babble noise respectively 
in case of SSRLS algorithm which is much higher than other algorithms as results suggest. Also the error minimization 
curve converges more rapidly than the others. So SSRLS algorithm provides better enhanced signal than the other three 
methods. Application/Improvements: The applications are in different field of communications like mobile telephony, 
video conferences as audio and video applications. Also the applications are of speech recognition, voice communications, 
information forensics and many more. The improvement of SNR in this proposed algorithm found better than SS, LMS and 
RLS algorithms as 31.2377 dB and 35.6381 dB.

Introduction
Reduction of background noise is still a challenging task 
for speech enhancement which affects the performances 
of communication systems like mobile phones, voice 
communications etc. Speech enhancement is pertained 
with improving the perceptual part of speech that has 
been dissipated by various noises. In many applications, 
such as mobile telephony, speech communication, infor-
mation forensics, speech recognition, video conferences 
etc., the speech enhancement algorithms improve the 
quality of dissipated speech. 

To obtain clean speech, different enhancement algo-
rithms have been used since several decades1. But still it 
is a challenging task. Among all the algorithms Spectral 
Subtraction (SS) method is the first method used for 
speech enhancement. But it is not suitable for nonsta-
tionary noise2,3. As the characteristics of speech signal 
changes over time. So, adaptive algorithms are well suited 
for speech enhancement. Due to simplicity in computa-
tion and implementation, Least Mean Square (LMS) and 
Normalized Mean Square (NLMS) algorithms have been 
generally utilized in signal processing application. As the 
Mean Square Error is increased linearly with the signal 
power, so Recursive Least Square (RLS) algorithm is used. 
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This method provides the better convergence rate but 
computational complexity is more. Different comparisons 
are also made among different adaptive algorithms4,5.

Adaptive filtering methods are commonly used for 
spectral domain processing. Several filtering techniques 
have already been used for enhancement process. The 
Least Mean Square (LMS) and the Recursive Least Squares 
(RLS) algorithms are the most prevalent algorithms in the 
field of adaptive signal processing. RLS algorithm gives 
better performance in comparison with LMS algorithm in 
terms of convergence rate. But computational complexity 
is more than LMS algorithm. So the decision of choosing 
the adaptive algorithms always creates difficulty6,7.

Spectral subtraction is the first and simple algorithms 
used for speech enhancement. To get the clean speech, 
the noise spectrum is estimated from the speech silence 
regions. The remaining musical noise is the main draw-
back of SS algorithms. A number of modifications have 
been made of this method since several years. Navneet 
Upadhyay and Abhijit Karmakar have presented different 
spectral subtractive algorithms. Different objective and 
subjective tests were performed for both stationary and 
non-stationary noises8.

To implement Minimum Variance Distortionless 
Response (MVDR) beam former Jwu Sheng Hu et.al. 
has developed a second order extended ∞H filter. The 
second order extended (SOE)  H∞  filter is designed to 
minimize the signal disturbance effects without a prior 
knowledge of the signal9. For real time signals, the state-
space observer was derived from the beam former and 
from this the SOE Kalman filter was derived. This filter 
was helpful in assuming the statistics and dynamics of 
the noise signals. However, the denoising performance is 
not up to a remarkable level, when the signal affected by 
multiple noises. To solve such types of problems, adaptive 
self-switching noise removal techniques were used in10. 
The performances of different adaptive filters were com-
pared with the optimization technique. Different types of 
noise are added to the speech signal and the denoising 
performance was evaluated in terms of SNR. So a speech 
enhancement method is developed using adaptive algo-
rithms and optimization techniques. 

A new perceptual speech enhancement method based 
on an improved spectral subtraction filter and a spectral 
attenuation filter is proposed in11. Both musical noise and 
speech distortions are less in the enhanced speech signal. 

Speech signal is non-stationary in nature. So the speech 
signal is divided into frames based on Empirical Mode 
Decomposition (EMD) for speech filtering. The filtering 
method was developed by using the combined effects of 
EMD and Adaptive Centre Weighted Average (ACWA) 
filter. The Intrinsic Mode Functions (IMFs) was generated 
by EMD for each frame. The voiced and unvoiced frames 
are distinguished by filtered IMFs. The voiced frames are 
identified by energy whereas an unchanging index differ-
entiates between unvoiced and transient sequences. In12 
shows that the frame class is amazingly convincing in 
expelling the noise constitutive from noisy speech signal.

The filter weights are updated using conventional 
LMS which helps to reduce the norm. SSRLS algorithm 
is an extension of state space representation of RLS algo-
rithm. But the assumption is that the corrupted output 
signal is available for testing. To assuage matrix inversion, 
Ricatti equation using matrix inversion lemma has used 
which provides better convergence than RLS algorithm13.

The SSRLS algorithm is a new kind of adaptive filter. 
It provides better tracking operation than RLS algorithm. 
The authors have designed a state-space model for RLS 
which was capable of tracking linear time varying sys-
tems14. In order to palliate the matrix inversion associated 
in SSRLS, a Ricatti equation using matrix inversion lemma 
was derived and the observer gain for SSRLS based on 
Kalman gain was also developed15,16.

For noise cancellation and enhancement of speech 
subband filter, spatial subtraction and voice activity detec-
tor have used. To test the performance of these algorithms 
two different real time speech signals are tested which 
contains different types of noise signals. Results show that 
the surrounding noise decreases by the proposed method. 
A LSB technique is used by the researchers embed text 
data in audio file by using the steganography techniques. 
Only in specific bit positions LSB technique is used. The 
information security is enhanced by this process. A very 
little distortion is there in the original audio signal and 
stegno audio signal17,18.

Adaptive filtering technique is an important method 
of spectral domain processing. Several filtering tech-
niques have been already used for enhancement process. 
The Recursive Least Squares (RLS) algorithm is the most 
prominent algorithms among all the adaptive algorithms 
in the field of adaptive signal processing. Among all the 
adaptive algorithms the RLS algorithm provides fast con-
vergence rate than the other adaptive algorithms. The 
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decision of selecting the adaptive algorithms always cre-
ates a trade-off19,20.

The rest paper is organized as follows. The next section 
describes the concept of speech enhancement, spectral 
subtraction and RLS algorithm; Section 3 describes the 
SSRLS algorithm for speech enhancement. The results 
are summarized in Section 4 and Section 5 concludes the 
work.

2. Speech Enhancement Methods
To enhance the quality of dissipated speech signal by using 
several algorithms is the main objective of the speech 
enhancement methods. So the speech must be clear and 
understandable. Speech enhancement has many practical 
applications like hearing aids design, forensic labs, speech 
recognition, voice communication, etc. To get the clean 
speech signal different algorithms are designed for this 
purpose. Figure 1 shows the basic idea of speech enhance-
ment.

Figure 1. Proposed speech enhancement method.

In this work the basic spectral subtraction method is 
implemented and verified. Next LMS, RLS, SSRLS adap-
tive algorithms are applied for enhancement of noisy 
speech. Then the comparison is made among them in the 
result section.

1.1 Spectral Subtraction Method
The speech and noise signals are uncorrelated in spectral 
subtraction method. Estimation of noise is attained from 
the pauses in the speech signal.

1.1.1 Power Spectral Subtraction
Assuming the phase difference between the clean speech 
and noise signal is zero. The power spectrum can be given 
by: 

(1){ }2 2 2
( ) ( ) ( )j j jS e Y e E N eω ω ω= −

1.1.1 Magnitude Spectral Subtraction
Assuming the phase difference between the clean speech 
and noise signal is one. The magnitude spectrum can be 
given by:

{ } { } { }2 2 2
( ) ( ) ( )j j jE Y e E S e E N eω ω ω= +

  	      (2)
Where )( ωjeS = power spectrum of clean signal,  

)( ωjeY =     power spectrum of the noisy signal and 
)( ωjeN = power spectrum of the noise.

The general form of the spectral subtraction algo-
rithm is: 

{ }( ) ( ) ( ) for 0
a a aj j jS e Y e E N e aω ω ω= − >

		       (3)
Where a  is the power exponent¸ 
When a =1 results the magnitude spectral subtraction 

and a = 2 gives the power spectral subtraction algorithm.

Figure 2. Block diagram of spectral subtraction algorithm.

Following steps are to be followed for spectral sub-
traction algorithm:

•	 The noisy speech signal is splited up into frames 
with an overlap of signal.

•	 The hamming window is multiplied with the 
frame based signal.

•	 The magnitude and phase spectrum of the 
windowed signal is calculated with the help of 
Fourier transform.

•	 Then the noise spectrum is estimated from the 
initial region of the speech (i.e. from speech 
pauses)

•	 The estimated noise spectrum is subtracted from 
the input noisy signal to get the clean speech.

•	 The signal is reconstructed by overlap add 
method and enhanced signal is achieved by 
using synthesis window. 
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The block diagram of the spectral subtraction algo-
rithm is shown in Figure 2.

The spectral subtraction algorithm incorporates only 
forward and inverse fourier transform. So it is computa-
tionally simple and easy.

2.2 LMS Adaptive Filter
For noise reduction, the LMS adaptive filter is widely used. 
It is a gradient descent algorithm proposed by Widrow18. 
The filter coefficients are adjusted depending on the gra-
dient of the error surface. The following steps are involved 
in LMS algorithm.

The output signal )(my  of the adaptive filter is cal-
culated.

•	 The error signal )(ma is calculated by using the 
following Equation:

)()()( mdmyma −= 			        (4)
Where )(md  is the desired signal.

•	 The filter coefficients are updated by utilizing the 
following equation:

)().(.)()1( mimamwmw


 µ+=+ 		        (5)
Where )(mw is the filter coefficient vector, µ is the 

step size of the adaptive filter and )(mi


is the filter input 
vector.

This algorithm is computational efficient with adjust-
able parameters. As there is no matrix operation is 
involved, so it is easy to implement.

2.3 RLS Adaptive Filter
In general the adaptive filters do not have constant filter 
coefficients. So the a priori information of the signal or 
noise is not needed. This filter has adaptable parameters 
so it is capable of adjusting the filter coefficients. In gen-
eral a filter is designed to extract or enhance the desired 
information from a signal. Most adaptive filters are digital 
filters. It can adjust the transfer function by itself. In case 
of adaptive filters the error signal is used as feedback and 
cost function is used for optimum performance of the fil-
ter.

The FIR and IIR filters are used for adaptive filtering. 
But the FIR filter is generally more utilized. Because FIR 
filters have adjustable zeros, so there are no constancy 
problems. However the adaptive FIR filters are not always 

stable. The stability of the filter devolves on the algorithm 
used.

The general adaptive filter configuration is shown in 
Figure 3.

Figure 3. Adaptive filter configuration.

Recursive Least Squares (RLS) algorithm uses all the 
information present in the input signal. It is recursive 
because the present coefficients update by using the past 
coefficients. It provides faster convergence rate than the 
LMS algorithm. The RLS adaptive algorithm is mostly 
used for determining the coefficients of an adaptive filter. 
A weighting factor is used to reduce the influence of pres-
ent sample from the past samples19,20.

To update the coefficients of the filter the RLS algo-
rithm has to follow the following steps.

The output signal )(my  of the adaptive filter is cal-
culated.

•	 The error signal )(ma is calculated by using the 
Equation:

)()()( mdmyma −= 			        (6)
Where )(md  is the desired signal.
•	 To update the filter coefficients following equa-

tion is applied:

)().()()1( mMmamwmw
→→→

+=+ 			       (7)
Where the filter coefficients vector is )(mw

→
and

)(mM
→

 is determined by the Equation:

(8)
)().().(
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→
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=
λ

Where λ is the forgetting factor and )(mI  is the 
inverse correlation matrix of the input signal.

)(mI  as the following initial value )0(I  used.
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Where δ is the regularization factor. To update the 
inversion matrix the following Equation is used.

)().().()()1( 11 mImumMmImI
T→→

−− −=+ λλ 		        (9)

2.4 SSRLS Adaptive Filter
The SSRLS algorithm is another expansion to the group of 
adaptive filters. It is a time varying filter which is compu-
tationally acute and based on least squares method. This 
filter is also recursive in nature. The present coefficients 
depend on the past coefficients. But difference is that a 
less weightage is given to the past coefficients when the 
observations become old. To compute the process state 
estimate ][

^
ps  from the output vector ][ py , the prior 

state estimate ][ ps is given by: 

]1[][
^

−= psAps 				       (10)
Where A is the state transition matrix and the 

assumption is that the matrix is uniquely determined and 
invertible. Similarly for output observation the a prior 
estimate is calculated by:

^
[ ] [ ] [ 1]y p Us p UAs p= = − 	 		     (11)

The pair (A,U) is considered to be p-step observable 
and the prediction error is calculated by the Equation: 

][][][ pypype −= 				      (12)
Then the input vector estimation is calculated by using 

][][][][
^

pepRpsps += 	 		     (13)
Where R[p] is the observer gain and is decided by the 

least squares method.
After getting the input estimation vector and error 

vector t is required to calculate the recursive update of 
correlation matrices of ][ pΨ and ][1 p−Ψ as in (11) and 
the Equation is: 

( )UUApAp TT +−Ψ=Ψ −− 1]1[][ β 	   (14)
To calculate the observer gain the following Equation 

is used. 

TUppP ][][ 1−Ψ= 				       (15)
A less weightage is given to the past values and a 

forgetting factor (λ) less than 1 is used13. The weighting 
matrix is given as: 
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		    (16)
Where mI is the identity matrix of dimension mm× .

3. Results and Discussions
Different speech signals are recorded by different students 
of ITER in noisy environment. To enhance the noisy sig-
nal by different adaptive algorithms the speech signals 
‘Hello everything is fine’ and ‘Can I know your name 
please’ are tested in this work. Figure 4 and Figure 5 show 
the noisy speech signal. As the spectral characteristics of 
speech signal changes over time so recorded voices are 
of duration 3-4 seconds are taken. The random noise 
is added with the first and the second speech contains 
babble noise. Then the signal is splited up into frames. 
The framed speech signal is shown in Figure 6. The ’for 
loops’ are processed through each frame individually. For 
getting a smooth and continuous signal, the frames are 
overlapped with each other. In SS algorithm an overlap of 
40% is taken. Hamming window is multiplied to obtain 
the FFT of the resultant speech signal. The enhanced sig-
nal by SS algorithm is shown in Figure 7.
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Figure 4. Original signal for sentence ‘hello everything is 
fine’.

With an objective to enhance the original speech 
signal by LMS algorithm the order of the filter is 8 and 
the value of µ is 0.02 in LMS filter is taken. Figure 8 and 
Figure 9 shows the filtered output signal and the learn-
ing curve respectively. Figure 10 shows the comparison 
of desired signal and the LMS adaptive output signal. The 
SNR of the filtered signal is calculated and shown in Table 
1 for random noise and Table 2 for babble noise.
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Figure 5. Babble noise is added with speech ‘can I know your 
name please’.
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Figure 6. Noisy signal (signal+random noise) after framing.
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Figure 7. Enhanced signal by SS algorithm.
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Figure 8. Desired signal for adaptive algorithms.

The SNR improvement is 8.2822 dB for random noise 
and 6.5245 dB for babble noise are obtained.

In RLS algorithm the adaptive filter coefficients are to 
be updated. RLS algorithm is tested for the same speech 
signals. Figure 11 shows the desired signal which is input 
to the LMS, RLS and SSRLS algorithms. For RLS algo-
rithm a forgetting factor of 1 and a regularization factor 

0.01 are used to provide the desired accuracy and the filter 
is of order 10 are used. The output obtained using RLS 
algorithm is shown in Figure 12. After 15-20 iterations 
the MSE curve converges in RLS algorithm which is bet-
ter than LMS algorithm. Figure 13 shows the MSE curve 
of RLS algorithm. Also the SNR improvement is better 
than the LMS algorithm as mentioned in Tables. The 
comparison of desired signal and the RLS output signal is 
shown in Figure 14.
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Figure 9. MSE curve using LMS algorithm.
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Figure 10. Comparison of desired signal and LMS output 
signal.
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Figure 11. Enhanced signal by LMS algorithm.

A forgetting factor of 0.99 and the filter order of 15 is 
used in case of SSRLS. The enhanced signal is obtained 
using SSRLS algorithm is shown in Figure 15. Figure 16 
shows the comparison of desired signal and SSRLS out-
put signal of a single frame. The error minimization curve 
of random noisy signal using SSRLS algorithm is shown 
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in Figure 17. The SNR after enhancement is 43.5409 dB 
for random noise and 45.2456 dB for babble noise. The 
improvement of SNR values is better than the other 
algorithms. A better SNR also we get from the other 
algorithms. The babble noise is removed more than the 
random noise. The error is also less in SSRLS algorithm 
as compared to LMS, RLS and spectral subtraction. So 
SSRLS is better than LMS, RLS and spectral subtraction. 
So SSRLS algorithm is better than LMS and RLS algo-
rithms.
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Figure 12. Enhanced signal by RLS algorithm.
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Figure 13. MSE curve using RLS algorithm.
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Figure 14. Comparison of desired signal and RLS output 
signal.

The error minimization curve of Figure 6 is shown in 
Figure 18 for LMS algorithm. After 30-40 iterations are 
taken place. But after 18-20 iterations the MSE curve con-
verges. In SSRLS, the MSE curve converges better than 
the other two algorithms.
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Figure 15. Adaptive output using SSRLS algorithm.
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Figure 16. Comparison of desired signal and SSRLS output 
signal.
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Figure 17. MSE curve using SSRLS algorithm.
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Figure 18. MSE curve using LMS algorithm.
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Figure 19. MSE curve using RLS algorithm.
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Figure 20. MSE curve using SSRLS algorithm.

Table 1. Comparison of different adaptive algorithms 
in terms of SNR for random noise

Adaptive 
Algorithms

SNR_
before (dB)

SNR_
after (dB)

SNR
Improvement 
(dB)

SS 12.6252 16.7659 4.1407

LMS 12.3608 20.6430 8.2822

RLS 12.8974 24.6126 11.7152

SSRLS 12.3032 43.5409 31.2377

Table 2. Comparison of different adaptive algorithms 
in terms of SNR for babble noise

Adaptive 
Algorithms

SNR_before 
(dB)

SNR_after 
(dB)

SNR
Improvement 
(dB)

SS 11.0365 15.3400 4.3035

LMS 11.7074 18.2319 6.5245

RLS 11.3629 25.7512 14.3883

SSRLS 11.6075 47.2456 35.6381

4. Conclusion
In this work different adaptive algorithms are tested for 
two different types of noisy signals. First speech con-
tains the random noise and the second speech contains 
the babble noise. Spectral subtraction method is first 
implemented to enhance the noisy speech signal. Then 
LMS, RLS and SSRLS adaptive algorithms are applied for 
enhancement. The MSE of both the signals are shown in 
different figures. The listening test has also performed for 
both signals. Table 1 and Table 2 shows the SNR value 
for different algorithms. By comparing the result, SSRLS 
algorithm provides better enhanced signal than the other 
algorithms. Also the improvement of SNR is found better 
in case of SSRLS algorithm.
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