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1.  Introduction
When the extremum of the functional 

J y x F x y y dx
x

x

( ) , , ,[ ] = ( )∫ ′
1
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y x y y x y1 1 2 2( ) = ( ) =,  is sought, the probable 
conditions are:

1.	 The function F(x, y, z) is continuous with respect to all 
the arguments for any z and for (x, y)∈D where D is a 
closed domain of the XY-plane in which lie the curves 
yn(x).

2.	� There exist constants α > >0 1, ,p b  for which  
F x y z Z p( , , ) ≥ +α b

	 no matter what z is and for any point. (x, y)∈D
3.	 The function F(x, y, z) has a continuous partial deriva-

tive Fz(x, y, z); for any point (x, y)∈D this derivative is 
a non-decreasing function of z(–∞ < z < + ∞).

	 The foregoing conditions are, in particular, fulfilled for 
functionals of the form

J y p x y q x y r x y dx
x

x
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where, p(x), q(x), r(x) are given functions continuous 
on [x1, x2], p(x) has continuous derivative p'(x), and p(x) > 0, 
q(x) ≥ 0.

If this method is used to determine the absolute 
extremum of the functional, then the approximate value 
of the minimum of the functional is obtained with an 
excess and that of the maximum, with a deficit. The suc-
cessful use of this method depends largely on how apt the 
choice is of the system of coordinate functions {φi(x)}.

In many cases, it suffices to take a linear combination 
of two or three functions φi(x) in order to obtain quite 
satisfactory an approximation to the exact solution.

In finding the approximate extremum of function-
als J[z(x1, x2, ... xn)] that depend on functions of several 
independent variables, a coordinate system of functions 
is chosen:

j j j1 1 2 2 1 2 1 2( , , ), ( , , ), ( , , ),x x x x x x x x xn n m n    

An approximate solution of the variation problem is 
sought in the form

z x x xm k n n
k

m
= ∑

=
α j ( , , )1 2

1


where, the coefficient αk are certain constant num-
bers. To determine them, we proceed as before and form a  

system of equations ∂
∂

= =φ
αk

k n0 1 2( , , , ), where ϕ(α1,  

α2, ... ... αn) is the result of substituting zm into the func-
tional J[z].

This method can be illustrated by the following solved 
problem.
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Let us compare the exact solution with the approximate 
one:

x Exact
Solution

Approximate 
solution

0.00
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0
–0.044
–0.070
–0.060

0

0
–0.052
–0.069
–0.052

0

Result: Hence proved.

2.  Conclusion
This paper facilitates to solve boundary value problems, 
in finding approximate solution and comparing it with its 
exact solution by using Kantorovich’s method.
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1.1 Problem: Find the approximate solution to the  
problem of the minimum of the functional

	 J y y y xy dx[ ] ,= − +( )∫ ′
2 2
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y y( ) ( )0 1 0= = � (2)

and compare it with the exact solution.

Solution: We choose the system of coordinate func-
tions φk(x) thus:

j k
kx x x k( ) ( ) ( , , )= − =1 1 2 

The function φk(x) clearly satisfying the boundary 
conditions φk(0) – φk(1) = 0 are linearly independent, and 
constitute a complete system in the space C1[0, 1].

For k = 1 we get y x x x1 1
2( ) ( )= −α  substituting this 

expression for y1(x) into the functional (1), we get
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The coefficient α1 is found from the equation 

∂
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where α1 = − 5
18

.  Consequently, 

y x x x1
25

18
5

18
( ) = − −  Exact solution: Euler’s equation for 

the given functional is 

y y x′′ + =

Solving this inhomogeneous linear equation, we find

y x C x C x x( ) cos sin= + +1 2

Using boundary condition y(0) – y(1) = 0 we finally get 

y x x x
1 1
( ) sin

sin
= −


