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1.  Introduction

Takagi-Sugeno (T-S) fuzzy theorem is proposed by Takagi 
and Sugeno in 19851. In the equilibrium points, measurable 
variables compose fuzzy rules and the corresponding 
membership functions. The function of system states 
and inputs is applied as consequent condition of if-then 
fuzzy rules which usully is linear models. T-S fuzzy local 
model is formed by the product of consequent model 
and its corresponding membership function. The overall 

T-S model is the summation of its local models. By the 
application of PDC (parallel distributed compensation), 
controllers of every local model can be combined with 
its corresponding membership function as the total 
nonlinear system controller. By this way, T-S fuzzy 
control is an effictive way for nonlinear system controller 
design. Meanwhile, many nonlinear dynamic systems can 
be represented by Takagi-Sugeno fuzzy models. In fact, it 
is proved that Takagi-Sugeno fuzzy models are universal 
approximators. This T-S fuzzy model is not only used 
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for fuzzy controller but also used for modeling dynamic 
model of control object. 

PDC is one of the useful control methods for T-S 
fuzzy model2,3, especially, after LMI (Linear Matrix 
Inequality) can be calculated in computer. The history 
of the so-called parallel distributed compensation began 
with a model-based design procedure proposed by Kang 
and Sugeno e.g.4. The PDC offers a procedure to design 
a fuzzy controller from a given T-S fuzzy model5. The 
controller parameters can be directly calculated by LMI.

In this work, linear pole placement method has been 
utilized for the nonlinear sytem with input saturation. 
In the control of nonlinear systems using linear control 
theories, the feedback linearization technique is popular. 
The feedback linearization usually involves a state 
coordinate change and feedback. Feedback linearization 
via static feedback has been thoroughly studied 6,7.

Feedback linearization of discrete-time nonlinear 
system is more difficult since the method is originally 
based on the partial differential operators like Lie 
brackets and Lie derivatives. More recently, the use of 
dynamic feedback has been investigated, in the hope of 
augmenting the class of linearizable systems8,9. Since 
these studies are based on the profound mathematical 
background, they are not intuitive at all and difficult 
to know the exact boundary between linearizable and 
nonlinearizable systems. So that, finding verifiable 
necessary and sufficient conditions to characterize the 
class of such linearizable systems is still an open problem. 
In hardware system, there are many constraints because 
hardware limitations. Some systems have to change the 
control mode from one to another and so on. For these 
reasons, the input of control object and the output of 
controller may unequal. This can result in the response 
of closed-loop system worse, and it is called windup. If 
ignored this kind of nonlinearity problem during system 
design, the system overshoot cannot be suppressed well 
and the system may be unstable. There are many studies 
in this area10. As windup usually caused by integral, 
Buckley raised an anti-reset windup method. The error of 
controller output and object output is used as feedback to 
complement the system11. Condition technique is shown 
in the work of Hanus and his partners first. This method 
re-computes reference inputs which keep controller 
output out of saturation area meanwhile tracking the new 
reference input. So the control object input will be same 
with controller output, and windup is eliminated12. Still, 
there are anti-windup controller based on observer13, 

internal model control14, saturation feedback control15, 
dynamic complement16 and so on. Variable structure 
control is proposed to prevent integrator windup by preset 
parameter17. Variable structure anti-windup controller 
has a good perfermance, however the preset paremeter is 
based on experimance. Stability and robust are difficult 
to discuss. 

In this paper, based on T-S fuzzy theorem, input-
saturation nonlinear system is transformed to a linear 
system which can assign the poles in a desired disk. This 
linear system will keep the same convergence with the 
nonlinear system nearby the equillibrium points. After 
this procedure, linear control theorem can be applied 
for controller design. Proposed method has meanings in 
stability and robust analysis.

Next part will introduce the handling of nonlinear 
system by T-S fuzzy theorem. The third part is about 
the solution of input-saturation problem for nonlinear 
system and the final results will be shown. The fourth and 
fifth parts are simulation example and conclusion.

2.  �T-S Fuzzy Transfermation For 
Multi-Inputs Nonlinear System

Traditional linear pole placement cannot be applied to 
nonlinear system directly. In this paper, T-S fuzzy acted 
as mediator between linear pole placement and nonlinear 
system. The i-th IF-THEN rule of the T-S fuzzy model for 
a nonlinear system is 

Rule i : If 1( )w t is 1iF  and � and ( )gw t is igF , then 

	 ( ) ( ) ( )i ix t A x t B u t= +� ,			   (1)

where, 1,2,...,i L= ,
n n

iA R ×∈ , 
n m

iB R ×∈ , L is the number 
of rules, and 1 2( ), ( ),..., ( )gw t w t w t are premise variables. 

The overall fuzzy system is 
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where, 1 2( ) ( ), ( ),..., ( )gw t w t w t w t =   . Let
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Membership function ( ( ))ih w t  should satisfy:
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L

i
i

h w t
=
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					     (4)

The following assumption is required for the final 
model calculation in this paper:

2.1 Assumption 1
 If all T-S fuzzy n-dimension linear models are controllable, 
the following condition should be satisfied:

1... n
i i i i irank B A B A B n−  =  .			   (5)

To deal with the coordinate change, the i-th rule of the 
fuzzy model for the nonlinear system is

Rule i: If 1( )w t is 1iF  and� and ( )gw t is igF , then 
( ) ( ) ( )i ix t A x t B u t= +� , for 1,2,...,i L=  and

		  ( ) ( )iz t T x t= 			   (6)

for 1,2,...,i L= . 

By substitute state x(t) of (6) into (1), the linear model of 
i-th rule can be

		  ( ) ( ) ( )ci ciZ t A Z t B u t= +�
 		  (7)

where, 1
ci i i iA T AT −= , ci i iB T B= . The overall fuzzy 

coordinate changed state is

		  1

( ) ( ( )) ( )
L

i i
i

Z t h w t T x t
=

= ∑
 		  (8)

which is considered as the summation of the states 
x(t) through transformation iT  with the proportion of 
membership ih . The overall fuzzy system is

	
{ }

1

( ) ( ( )) ( ) ( )
L

i ci ci
i

Z t h w t A Z t B u t
=

= +∑�
.	 (9)

Now problem is to derive iT  and u(t) which make the 
T-S fuzzy model (9) linear. Under the assumption 1, iT  is 
obtained by following steps:
Structure a matrix M as

2 1
1 1 1 1 2 2

2 2
1 2

[
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where, ijb is the elements of 1 2[ ... ]i i i imB b b b=  in (1). 
For searching iM , start from 1ib  and end at rank(M)=n. 
If 1i

ikA b+µ  makes vectors before this vector and this vector 
relative, then delete this vector and start with ( 1)i kb + . The 
inverse of M is

1
11 12 1 1

21 22 2 2

T T T
i i i i

TT T T
i i i

M e e e

e e e

− = 



�

� �

µ

µ .			   (11)

For the multiple-input case, iT  is obtained as follows:

1 1
1 1 1 1 1 1
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Then the above state transformation iT  changed the 
i-th linear system of fuzzy system into the controllable 
canonical form 

		  ( ) ( ) ( )ci ciZ t A Z t B u t= +�
		  (13)

where,
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, 
l qin na  presents the

qn -th element of the ln -th row in the i-th rule and 
×  presents the other values. This mark is same to the 
elements of ciB .
The overall fuzzy system (9) can be reform as 
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where, ( )ku t  is the k-th input and remind that 
1

( ( )) 1
L

i
i

h w t
=

=∑  
from (4). The result can be represented in the following 
theorem:

2.1.1 Theorem 1 
 Under the assumption 1, if 

1 1 1 1
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for each ln  has the solution for ( )ku t , then (9) can be the 
form of

	 ( ) ( ) ( )cn cnZ t A Z t B v t= +�
			   (16)

where,
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, Z(t) is an n-dimension vector, ×  
replace 1 or some values and anti-windup controller is 
included in v(t) which is a m-dimension vector.

3.  �The Linear Model of Input-
Saturation Nonlinear System

In many equipments, there is inputs saturation problem. 
Theorem 1 can’t work well under input saturation case 
because it is a feedback controller design method. 
Considering of this, an anti-windup controller is needed. 
Consider the saturation input

lim lim

lim lim

lim lim

, ( )

( ) ( ( )) ( ) ( )

, ( )

u u t u
v t sat u t u t u u t u

u u t u

≥
= = − < <
− ≤ −

	 (17)

u(t) is input before saturation segment and lim 0u >  is 
input limitation. Degree of feedback saturation is defined 
as:
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Define 

	 { }DZtSd ∈∀= ),(min0 			   (19)

where, D is a compact space and let a matrix 0S  is 
consisted by element 0d  or 1. Set 

		  v(t)=KZ(t),			   (20)

3.1 Corollary 1
System (16) is D-stable if and only if there exists a 
symmetric matrix X>0 such that

.0
)(

)(

0

0 <
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	 (21)

where, q is the pole placement disk center and r is radius.
The proof is clearly based on the work of20. Equation 

(21) can be solved by LMI, then v(t) in (20) can be 
designed with anti-windup ability. The final result can be 
gived as:

3.1.1 Theorem 2
Under the assumption 1, nonlinear system can be 
linearized by the controller of (15). If there is input 
saturation of (17), (21) can be used to design the v(t) of 
(16). The final controller is

1

( ) ( ) ( )
m

k
k

u t u t v t
=

= +∑
				    (22)

which can be applied to nonlinear system to guarantee it 
stable. 

4.  Numerical Example

Based on the mathematic model of an IPMSM in the d-q 
synchronously rotating reference frame mentioned in21. 
Parameters are shown in Table 1.

Table 1.    IPMSM parameters
Pole pair number P 2

d-axis inductance dL 42.44 mH

q-axis inductance qL 79.57 mH

Stator resistance R 1.93 Ω

Motor inertia mJ 0.003 2kgm

Friction coefficient mB 0.001 Nm/rad/sec

Magnetic flux constant fø 0.311 volts/rad/sec

Set 1( ) ( )qx t i t= , 2 ( ) ( )dx t i t= , 3( ) ( )x t w t= , 1( ) ( )qu t u t=
, 2 ( ) ( )du t u t= , 1 1 1( ) ( ) ( )re t x t x t= − , 2 2 2( ) ( ) ( )re t x t x t= −
, 3 3 3( ) ( ) ( )re t x t x t= − , 1 1 10( ) ( ) ( )eu t u t u t= − , and 

2 2 20( ) ( ) ( )eu t u t u t= − . Here reference values are 
1 0.0209rx = , 2 1.5817rx =  and 3x =15.8144r . The error 

dynamic system is derived out as 

2
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+
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+
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=
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where, 1( )x t  and 2 ( )x t  are selected as premise variables. 
The input saturation degree is 0.8. There are 4 fuzzy 

rules for this system. The coordinate change matrixes iT  
can be get from (12), and linearization controller can be 
calculated from (15). Set the poles in a disk with origin 
(-2000,0) and radius r=1000. The anti-windup controller 
gains of (20) is K=[-362.1858,-40.4408,0;0,0,-22.0059]. 
Nominal system eigenvalues are -13.3883, -27.0525 and 
-22.0059. A set of random change values from -0.5 to 0.5 
is used as disturbance which is added in state 1( )x t  before 
the integral. Two saturation inputs are both of form (17) 
where lim 15u =  for the error system. The final controller 
form is (22). The simulation results of 1( )e t  compared 
with traditional Lyapunov PDC T-S fuzzy control result 
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is in Figure 1. The other satae-results are absent here for 
economizing space. System output errors are almost zero. 
For the existance of input saturation limitation, settling 
time is about 0.2s. 

Figure 1. The performance of 1( )e t .

5.  Conclusions

Based on T-S fuzzy and pole placement, an anti-windup 
controller is proposed for saturation nonlinear multi-
inputs system in this paper and the controller parameters 
can be calculated by LMIs. The proposed controller was 
applied for a PMSM model as a test. The comparing 
results showed that the proposed controller of this paper 
gave a good control performance.

6.  Acknowledgement

This research was financially supported by “the 
Fundamental Research Funds for the Central Universities” 
(Grant No.2013QNB26).

7.  References
1.	 Takagi T, Sugeno M. Fuzzy identification of systems and its 

applications to modeling and control. IEEE Trans Syst Man 
Cybern.1985; 15(1):116–32.

2.	 Wang HO, Tanaka K, Griffin M. Parallel distributed com-
pensation of nonlinear systems by Takagi-Sugeno fuzzy 
model. Proc FUZZ-IEEE/IFES; 1995; Yokohama, Japan. p. 
531–8.

3.	 Liu J-L, Yue D. Asymptotic and robust stability of T-S fuzzy 

genetic regulatory networks with time-varying delays. In-
ternational J of Rob and Nonlin Cont. 2012;  22(8):827–40. 

4.	 Sugeno M, Kang GT. Fuzzy modeling and control of mul-
tilayer incinerator. Fuzzy Sets Syst. 1986; 18(3):329–46.

5.	 Tanka K, Sugeno M. Stability analysis and design of fuzzy 
control systems. Fuzzy Sets Syst. 1992; 45(2):135–56.

6.	 Su R. On the linear equivalents of nonlinear systems. 
Syst Contr Lett. 1982; 2(1):48–52.

7.	 Isidori A. Nonlinear control systems. 3rd ed. London: 
Springer-Verlag Ltd; 1995.

8.	 Li Y-F, Liu X-D, Xing G.-Q Discrete-time LQ optimal con-
trol of satellite formations in elliptical orbits based on feed-
back linearization. Acta Astron. 2013; 83(1):125–31.

9.	 Aboushady A, Ahmed K, Finney S. Linearized large 
signal modeling, analysis, and control design of phase-
controlled series-parallel resonant converters using state 
feedback. IEEE Trans Power Electron. 2013; 28(8):3896–
911.

10.	 Sajjadi K, Jabbari F. Controllers for linear systems with 
bounded actuators: Slab scheduling and anti-windup. Au-
tomatica 2013; 49(3):762–9.

11.	 Buckley P. Designing override and feedforward controls. 
Cont Engin. 1971; 18(8): 48–51.

12.	 Hanus R, Kinnaert M, Luyben W. Conditioning technique, 
a general anti-windup and bumpless transfer method. Au-
tomatica.1987; 23(6):729–39.

13.	 Navneet K, Prodromos D. Observer-based anti-windup 
scheme for non-linear systems with input constraints. 
Int J Contr. 1999; 72(1):18–29.

14.	 Zheng A, Kothare M, Morari M. Anti-windup design for 
internal model control. Int J Contr. 1994; 60(5):1015–24.

15.	 Levine W. The control handbook. FL, USA: CRC Press; 
1996.

16.	 Zaccarian L, Li Y-P, Weyer E., Cantoni M, Teel A. Anti-
windup for marginally stable plants and its application 
to open water channel control systems. Contr Eng Pract. 
2007; 15(2):261–72.

17.	 Herrmann G, Menon P, Turner M. Anti-windup synthesis 
for nonlinear dynamic inversion control schemes. Internat 
of Rob and Nonlin Cont. 2010; 20(13):1465–82. 

18.	 Wang F-G, Park S, Yoon T, Kwak G. Linearization of dis-
crete-time T-S fuzzy model with multiple input. Proceed-
ings of the International Conference on Intelligent Systems 
Design and Applications; 2010 Nov 29 – Dec 1 ; Cairo. 
Egypt. 

19.	 Yoon T, Wang F-G, Park S, Kwak G,  Ahn H. Lineariza-
tion of T-S fuzzy systems and robust H-infinity control. J of 
Centr South Univer of Technol. 2011; 18(1):140–5.

20.	 Chilali M, Gahinet P. Design with pole placement con-
straints: An LMI approach. IEEE Trans Automat Contr. 
1996; 41(3):358–67.

21.	 Nasir U, Azizur R. High-Speed control of IPMSM drives 
using improved fuzzy logic algorithms. IEEE Trans Ind 
Electron. 2007; 54(1):190–9.


